
 
 
 

PROCEEDINGS 
EXTENDED 
ABSTRACTS 

 
 

25-27 April, 2018 

IWBBIO 2018
INTERNATIONAL WORK-CONFERENCE ON 

BIOINFORMATICS AND 
BIOMEDICAL ENGINEERING



 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
IWBBIO 2018 

International work-conference on 
Bioinformatics and biomedical engineering 
 
Proceedings Extended abstracts 

25-27 April,2018 

Granada (SPAIN ) 
 
Authors .
Daniel Castillo
Juan Manuel Gálvez
Maria José Sáez
Fernando Rojas
Luis Javier Herrera
Ignacio Rojas
 
 
I.S.B.N: 978-84-17293-36-9
Legal Deposit: Gr- 605-2018 
Edit and print : Editorial Godel S.L. 
All rights reserved to the authors .  Is strictly prohibited 
without written permission of the copyright holders under sanctions 
established by law , the total or partial reproduction of this work. 
 
 



PREFACE IWBBIO 2018

I

We are proud to present the set of abstract for the fourth edition of the IWBBIO conference "In-
ternational Work-Conference on Bioinformatics and Biomedical Engineering" held in Granada 
(Spain) during April 25-27, 2018.

The IWBBIO 2018 (International Work-Conference on Bioinformatics and Biomedical Engi-
neering) seeks to provide a discussion forum for scientists, engineers, educators and students 
about the latest ideas and realizations in the foundations, theory, models and applications for in-
terdisciplinary and multidisciplinary research encompassing disciplines of computer science, 
mathematics, statistics, biology, bioinformatics, and biomedicine.

The aims of IWBBIO 2018 is to create a friendly environment that could lead to the establish-
ment or strengthening of scientific collaborations and exchanges among attendees, and therefore, 
IWBBIO 2018 solicited high-quality original research papers (including significant work-in-pro-
gress) on any aspect of Bioinformatics, Biomedicine and Biomedical Engineering.

New computational techniques and methods in machine learning; data mining; text analysis; 
pattern recognition; data integration; genomics and evolution; next generation sequencing data; 
protein and RNA structure; protein function and proteomics; medical informatics and transla-
tional bioinformatics; computational systems biology; modelling and simulation and their appli-
cation in life science domain, biomedicine and biomedical engineering were especially encour-
aged. The list of topics in the successive Call for Papers has also evolved, resulting in the follow-
ing list for the present edition:

� Computational proteomics: Analysis of protein-protein interactions. Protein structure 
modelling. Analysis of protein functionality. Quantitative proteomics and PTMs. Clinical 
proteomics. Protein annotation. Data mining in proteomics.

� Next generation sequencing and sequence analysis:  De novo sequencing, re-sequencing 
and assembly. Expression estimation. Alternative splicing discovery. Pathway Analysis. 
Chip-seq and RNA-Seq analysis. Metagenomics. SNPs prediction.

� High performance in Bioinformatics. Parallelization for biomedical analysis. Biomedical 
and biological databases. Data mining and biological text processing. Large scale bio-
medical data integration. Biological and medical ontologies. Novel architecture and tech-
nologies (GPU, P2P, Grid,...) for Bioinformatics.

� Biomedicine. Biomedical Computing. Personalized medicine. Nanomedicine. Medical 
education. Collaborative medicine. Biomedical signal analysis. Biomedicine in industry 
and society. Electrotherapy and radiotherapy.

� Biomedical Engineering. EComputer-assisted surgery. Therapeutic engineering. Interac-
tive 3D modelling. Clinical engineering. Telemedicine. Biosensors and data acquisition. 
Intelligent instrumentation. Patient Monitoring. Biomedical robotics. Bio-nanotechnol-
ogy. Genetic engineering.

� Computational systems for modelling biological processes. Inference of biological net-
works. Machine learning in Bioinformatics. Classification for biomedical data. Microar-
ray Data Analysis. Simulation and visualization of biological systems. Molecular evolu-
tion and phylogenetic modelling.
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� Healthcare and diseases. Computational support for clinical decisions. Image visualiza-
tion and signal analysis. Disease control and diagnosis. Genome-phenome analysis. Bi-
omarker identification. Drug design. Computational immunology.

� E-Health. E-Health technology and devices. E-Health information processing. Telemed-
icine/E-Health application and services. Medical Image Processing. Video techniques for 
medical images. Integration of classical medicine and E-Health. 

During IWBBIO 2018 several Special Sessions will be carried out. Special Sessions will be a 
very useful tool in order to complement the regular program with new and emerging topics of 
particular interest for the participating community. Special Sessions that emphasize on multi-
disciplinary and transversal aspects, as well as cutting-edge topics are especially encouraged and 
welcome, and in this edition of IWBBIO 2018 are the following:

Special Session IWBBIO 2018
SS1. Generation, Management and Biological Insights from Big Data.

Organizer: Dr. Anagha Joshi, Group leader in the Division of Developmental Biology at the 
Roslin Institute, University of Edinburgh.
Website: https://www.ed.ac.uk/roslin/about/contact-us/staff/anagha-joshi
SS2. Challenges in smart and wearable sensor design for mobile health.

Organizers: Prof. Dr. Natividad Martínez Madrid. Head of the Internet of Things laboratory 
and Director of the AAL-Living Lab at Reutlingen University.Reutlingen University.Depart-
ment of Computer Science, Alteburgstr. 150, D-72762 Reutlingen (Germany).
Prof. Dr. Juan Antonio Ortega. Director of the Centre of Computer Scientific in Andalusia 
(Spain) www.cica.es and the head of the research group IDINFOR (TIC223).University of 
Sevilla, ETS Ingeniería Informática. Spain.
Prof. Dr. Ralf Seepold. Head of the Ubiquitous Computing Lab at HTWG Konstanz.Depart-
ment of Computer Science, Brauneggerstr. 55, D-78462 Konstanz (Germany)
Websites: http://iotlab.reutlingen-university.de; http://madeirasic.us.es/idinfor/; http://uc-
lab.in.htwg-konstanz.de
SS3. Challenges and advances in measurement and self-parametrization of complex 

biological systems
Organizer: Dipl-Ing. Jan Urban, Ph.D.. Head of laboratory of signal and image processing. 
��������	
������	������������������������������������	
��������������������	��	������
Waters.South Bohemian Research Center of Aquaculture and Biodiversity of Hydrocenoses. 
Institute of Complex Systems. Czech Republic.
Websites: www.frov.jcu.cz/en/institute-complex-systems/lab-signal-image-processing
SS4. High-throughput bioinformatic tools for medical genomics.

Organizers: Prof. M. Gonzalo Claros, Department of Molecular Biology and Biochemistry, 
University of Málaga, Spain.
Dr. Javier Pérez Florido, Bioinformatics Research Area, Fundación Progreso y Salud, Se-
ville, Spain.
SS5. Drug Delivery System Design Aided by Mathematical Modelling and Experiments

Organizers: Ph.D cand Kristinn Gudnason.Faculty of Industrial Engineering, Mechanical En-
gineering and Computer Science, University of Iceland, Iceland.
Prof. Fjola Jonsdottir. Faculty of Industrial Engineering, Mechanical Engineering and Com-
puter Science, University of Iceland, Iceland.
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Prof. Emeritus Sven Sigurdsson. Faculty of Industrial Engineering, Mechanical Engineering 
and Computer Science, University of Iceland, Iceland.

Prof. Mar Masson. Faculty of Pharmaceutical Science, University of Iceland, Iceland.
SS6. Molecular studies on inorganic nanomaterials for therapeutical and diagnosis ap-

plications
Organizers: Dr. C. Ignacio Sainz-Díaz. Instituto Andaluz de Ciencias de la Tierra, 

CSIC/UGR, Granada, Spain. Expert in organic chemistry and interactions of bioactive com-
pounds on mineral surfaces by computational chemistry with experience in I+D of pharmaceu-
tical industry.

Dr. Carola Aguzzi.Dpto. Tecnología Farmacéutica. Universidad de Granada, Granada, 
Spain. Expert in pharmaceutical technology andapplications of natural inorganic excipients.

SS7. Little-big data. Reducing the complexity and facing uncertainty of highly under-
determined phenotype prediction problems.

Organizer: Prof. Juan Luis Fernández-Martínez.Mathematics Department. Applied Mathe-
matics Section. Director of the Group of Inverse Problems, Optimization and Machine Learn-
ing. University of Oviedo. Spain.

Website: https://www.researchgate.net/profile/Juan_Luis_Fernandez-Martinez
SS8. Interpretable models in biomedicine and bioinformatics
Organizers: Prof. Alfredo Vellido Intelligent Data Science and Artificial Intelligence 

(IDEAI) Research Center. Universitat Politècnica de Catalunya, Barcelona, Spain.
Prof. Sandra Ortega-Martorell Department of Applied Mathematics, Liverpool John Moores 

University, Liverpool, UK.
Prof. Alessandra Tosi Mind Foundry Ltd., Oxford, UK
Prof. Iván Olier Caparroso MMU Machine Learning Research Lab, Manchester Metropoli-

tan University, Manchester, UK
SS9. Medical Planning: Management System for Liquid Radioactive Waste in Hospital

Design.
Organizer: Dr. Khaled El-Sayed is presently an assistant professor of Biomedical Engineer-

ing with the department of Electrical and Medical Engineering at Benha University, Egypt.
SS10. Bioinformatics tools to integrate omics dataset and address biological question.s
Organizer: Dr. Domenica Scumaci, PhD Laboratory of Proteomics, Dpt. of Experimental 

and Clinical Medicine; Magna Græcia University of Catanzaro, "S.Venuta" University Cam-
pus, viale S.Venuta, 88100 Catanzaro

SS11. Understanding the Mechanisms of Variant Effects on Human Disease Pheno-
type.

Organizer: Anna Panchenko, PhD.Head, Computational Biophysics Group Computational 
Biology Branch, National Center for Biotechnology Information, National Institutes of Health, 
Bethesda, USA

Website: https://www.ncbi.nlm.nih.gov/CBBResearch/Panchenko/

In this edition of IWBBIO, we are honored to have the following invited speakers:

� Prof. Joaquín Dopazo, Fundación Progreso y Salud, Clinical Bioinformatics Research 
Area, Sevilla, Spain.

� Prof. Luis Rueda, Professor, School of Computer Science, Pattern Recognition and Bi-
oinformatics Lab, Windsor Cancer Research Group, University of Windsor.

� Dr. Anagha Joshi, Bioinformatics Group Leader, Developmental Biology Division, 
The Roslin Institute, University of Edinburgh, UK.

� Prof. FangXiang Wu, Prof. FangXiang Wu Ph.D., P.Eng, SMIEEE Professor, Division 
of Biomedical Engineering, Professor, Department of Mechanical Engineering, College 
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of Engineering, University of Saskatchewan, 57 Campus Dr., Saskatoon, SK Canada, 
S7N5A9.

� Prof. Jiayin Wang, Professor, Department of Computer Science and Technology, Xi'an 
Jiaotong University (China).

We wish to thank to our main organizer/institutions, Dept. Computer Architecture & Computer 
Technology, Faculty of Science and CITIC-UGR from the University of Granada and BioMed 
Central for their support and grants. 

We wish also to thank to the Editor-in-Chief of different international journals for their interest 
in editing special issues from the best papers of IWBBIO 2018. We would also like to express 
our gratitude to the members of the different committees for their support, collaboration and good 
work. Especially to the organizers of the Special Sessions, thank a lot for the excellent ideas/top-
ics/subject for the special sessions and effort carried out !! Thanks to the invited speakers for their 
effort and interest in the realization of these excellent presentations. Thanks to all reviewers for 
selfless effort reviewing contributions, which positively influences the quality of the final papers 
presented at the conference.

Last, but not least, thanks to all the participant of IWBBIO.

Granada, April 2018,

Daniel Castillo
Juan Manuel Gálvez

Maria José Sáez
Fernando Rojas

Luis Javier Herrera
Ignacio Rojas



v

IWBBIO 2018 EXTENDED ABSTRACTS

Bioinformatics for healthcare and diseases

PlasmidID: a mapping based tool for plasmid identification, annotation, classification and
representation. Application as high-risk strains plasmid detection. . . . . . . . . . . . . . . . . . . . . . . 1

Pedro J. Sola-Campoy, Sara Monzn, Mara Prez-Vzquez, Beln Aracil, Jos Campos, Jess
Oteo and Isabel Cuesta

DB2DB: An enrichment databases approach for medical domain . . . . . . . . . . . . . . . . . . . . . . . 6
Zina Nakhla, Kaouther Nouira and Ahmed Ferchichi

The importance of using quality control samples to apply data processing methods in
large fingerprinting metabolomic studies. A practical case with 288 samples of systemic
autoimmune diseases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

lvaro Fernndez Ochoa, Isabel Borrs Linares, Rosa Quirants Pine, Marta E Alarcn Riquelme
and Antonio Segura Carretero

Detecting Cancer-Associated Epistatic Gene Variants in Lung Adenocarcinoma . . . . . . . . . . 21
Jaume Sastre Tomas, Jairo Rocha, Alexander Damia Heine Suer and Emidio Capriotti

GPU-Low-Energy Tracking of the Left Ventricle in the Cloud . . . . . . . . . . . . . . . . . . . . . . . . . 25
Sidi Ahmed Mahmoudi, Mohammed Ammar, Mohammed Amin Belarbi and Amine Abbou

Web based application for accurately classifying cancer type from microarray gene expression
data using a support vector machine learning algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Shrikant Pawar

Interaction between Aedes aegypti CPB1 and viral proteins . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Edgar Lpez Lpez and Carolina Barrientos Salcedo

Biomedical Engineering

Aging Effect on the Pelvis to Head Attenuation of Upper Body Rotation during Walking . 49
Hyeongmin Jeon, Jaehoon Heo, Euibum Choi and Gwang Moon Eom

Potentiometric Screen-Printed Sensors for Wireless Monitoring of Wound Healing . . . . . . . . 52
Andrzej Pepowski, Daniel Janczak, ukasz Grski, Micha Zbie, Dariusz Obrbski and Magorzata
Jakubowska

Graphene layers and coatings in biomedical applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Lucja Dybowska-Sarapuk, Andrzej Kotela and Malgorzata Jakubowska

Computational Modelling of the Possible Cancer Synergic Treatment Combining Oncolytic
Treatment and Induced Immune Cytotoxicity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Jos-Antonio Lpez-Valverde

Adapting and step by step refinement of the Vegetative Vigour Terrestrial Plant Test for
assessing ecotoxicity of aerosol samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Katalin Hubai, Eszter Horvth, Bettina Eck-Varanka, Gbor Teke, dm Tth and Nra Kovts

Biomedical image analysis

Classification in fMRI studies: in search of brain informative regions. . . . . . . . . . . . . . . . . . . . 75
Juan E Arco, Paloma Daz-Gutirrez, Javier Ramrez and Mara Ruz



vi

Molecular Modeling of The Adsorption Of 5-Aminosalicylic Acid on the Kaolinite and
Halloysite Nanotube Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

Ana Borrego-Snchez, Mahmoud E. Awad, Elisabeth Escamilla-Roa, Esperanza Carazo and
C. Ignacio Sainz-Daz

Contrast enhancement methods for images from the light microscope . . . . . . . . . . . . . . . . . . . 85
Frantiek Jablonk, Libor Harga, Duan Koniar and Jozef Volk

Biomedicine

A Novel Demodulation Technique to Estimate Continuous Blood Pressure from
Photoplethismographic Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Fabian Kern and Stefan Bernhard

Bioinformatic analysis of selected aptamer sequences allows the identification of RNA tools
for the functional analysis of West Nile virus genomic RNA elements . . . . . . . . . . . . . . . . . . . . 91

Cristina Romero-Lpez, Beatriz Berzal-Herranz and Alfredo Berzal-Herranz

The effect of c-myc monoclonal antibody for gastric cancer cells in vivo and in vitro . . . . . . 94
Hu Haixia, Su Yanzhuo, Song Bin and Du Juan

Challenges and advances in measurement and self-parametrization of complex
biological systems

CasANN: Targeted Identification of CRISPR Associated Gene Operons from Next
Generation Sequences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

Corey Hudson, Jerilyn Timlin and Kelly Williams

Characterization of the telomeric transcriptome from Chironomus sp. Sequence analyses and
structural predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

Mercedes Iriarte Cela, Jos Luis Martnez-Guitarte and Mercedes de La Fuente

Computational genomics and proteomics

Improving the performance of pathway extraction methods by infeasibilities removal . . . . . 121
Jose F Hidalgo, Francisco Guil and Jos M Garca

SalivaPRINT Toolkit: Development, Challenges and Applications . . . . . . . . . . . . . . . . . . . . . . 137
Igor Cruz, Eduardo Esteves, Mnica Fernandes, Nuno Rosa, Maria Jos Correia and Mar-
lene Barros

When intrinsically disordered proteins are ordered . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Erzsbet Fich, Istvn Simon and Blint Mszros

Computational systems for modelling biological processes

The binding of agonists to the NOP receptor revealed in silico by Multi-flexible docking and
QM/MM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

Stefano Della Longa and Alessandro Arcovito

Classification of cardiovascular pathologies in artificial signals of a lumped parameter model
using a naive Bayes algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

Stefan Krickl, Manuel Debic and Stefan Bernhard



vii

Putative oxidative folding pathways of the disulfide rich inhibitory peptide Tridegin . . . . . . 145
Ajay Abisheck Paul George, Arijit Biswas, Monica Sudarsanam and Diana Imhof

Red blood cell model with different implementation of viscoelastic parameter . . . . . . . . . . . . 147
Mariana Ondruov

Development of multi-agent technology for prediction of the ”structure-property” dependence
of drugs on the basis of modified algorithms of artificial immune systems . . . . . . . . . . . . . . . . 152

Samigulina Galina and Samigulina Zarina

Drug Delivery System Design Aided by Mathematical Modelling and Experiments

Impedance Analysis of Different Shapes of the Normal and Malignant White Blood Cells . 154
Sameh Sherif

Controlling drug delivery from multi-layer polymeric coated capsules . . . . . . . . . . . . . . . . . . . 158
Giuseppe Pontrelli, Elliot Carr, Badr Kaoui, Marco Lauricella and Sauro Succi

Drug diffusion properties of hydrogels: numerical and experimental studies . . . . . . . . . . . . . . 161
Svetlana Solodova, Andreia Pimenta, Kristinn Gudnason, Ana Paula Serro, Fjola Jons-
dottir, Sven Sigurdsson and Mar Masson

Numerical evaluation of skin sub layer properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Bergthra Snorradttir, Kristinn Gunason, Fjla Jnsdttir, Sven Sigurdsson and Mr Msson

Modelling the drug release from intraocular lens material with variable loading times . . . . . 165
Ana Topete, Kristinn Gudnason, Benilde Saramago and Ana Paula Serro

Healthcare and diseases

The prognostic value of clinical variables for the treatment response in rheumatoid arthritis 167
Alexander Platzer, Daniela Sieghart, Farideh Alasti, Guenter Steiner and Josef Smolen

The Study of Complications of Intestinal Obstruction Catheter . . . . . . . . . . . . . . . . . . . . . . . . 170
Song Bin, Hu Haixia, Du Juan and Su Yanzhuo

Anatomic Variation of Celiac Axis Influencing The D2 Radical Resection For Distal Gastric
Cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

Song Bin, Hu Haixia, Du Juan and Su Yanzhuo

Clinical study on the treatment of metastatic malignant bowel obstruction with transgastric
Intestinal Obstruction Catheter arrangement small intestinal enterostomy . . . . . . . . . . . . . . . 179

Song Bin, Hu Haixia, Du Juan and Su Yanzhuo

Equilibrium and Thermodynamic Studies of Isoniazid Adsorption by Montmorillonite . . . . 184
Esperanza Carazo, Ana Borrego-Snchez, Ftima Garca-Villn, Rita Snchez-Espejo, Pilar
Cerezo, Carola Aguzzi and Csar Viseras

The PERSON project: A brain computer interface serious game for neurorehabilitation . . . 189
Alfonso Monaco, Nicola Amoroso, Roberto Bellotti, Paolo Da Pelo, Domenico Diacono,
Gianluca Sforza and Sabina Tangaro

Cytotoxicity of Secnidazole cocristals on cells infected with Trypanosoma cruzi . . . . . . . . . . 192
Carolina Barrientos-Salcedo, Micheel Merari Vichi Ramirez, Edgar Lpez Lpez, Jorge
Guillermo Dominguez Chavez, Karina Mondragon Vzquez, Misaela Francisco Mrquez,
Ignacio Sainz-Daz, Catalina Soriano-Correa, Bertha Josefina Espinoza Gutierrez and Ig-
nacio Martinez Martinez



viii

Experimental Design for Optimizing the Properties An-timicrobial Chitosan Derivatives and
Investigation of the Structure Activity Relationship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

P. Sahariah, B.S. Snorradttir, Martha . Hjlmarsdttir, lafur E. Sigurjnsson and M. Msson

High-throughput bioinformatic tools for medical genomics

Design of genus-specific probes and primers for detection and identification of viral DNA in
environmental samples using next-generation sequencing method . . . . . . . . . . . . . . . . . . . . . . . 196

Andrey Ayginin, Anna Speranskaya, Alina Matsvai, Vladimir Dedkov, Marina Safonova,
Ekaterina Pimkina, Dmitry Shagin, Mikhail Markelov, German Shipulin and Kamil Khafi-
zov

PIKAVIRUS: A Metagenomics Tool for Viral Community Analysis . . . . . . . . . . . . . . . . . . . . . 207
Andrea Rubio, Sara Monzon, Pedro J. Sola-Campoy and Isabel Cuesta

Gene Expression-based Cancer Classication with Handling the Class Imbalance Problem . . 213
Emad Ramadan and Sadam Al-Azani

Next generation sequencing and sequence analysis

Evaluation of differential gene expression workflow variability through RNA-Seq
experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

lvaro Prez Sala and Ignacio M. Larryoz Roldn

New features and recipes for simulating structural mutations with BAMSurgeon . . . . . . . . . 231
Adam Ewing

The roles and mechanisms of celecoxib in gastric cancer NCI-N87 cells . . . . . . . . . . . . . . . . . 233
Song Bin, Du Juan and Su Yanzhuo



Abstract. Plasmids are responsible for dissemination of antibiotic resistance 

genes (ARG), virulence factors and other accessory genes that enable bacteria 

survival and spread in hospitals and community. This makes plasmids study a 

reliable target to control infectious diseases and improve surveillance of antibi-

otic resistance programs. Current plasmid assembly algorithms and plasmid iden-

tification tools are unable to correctly identify all type of plasmids present in a 

sample, nor their structure. 

We introduce PlasmidID, a mapping-based tool that use plasmid database to 

obtains suitable scaffolds for plasmid identification and reconstruction using as-

sembled contigs coordinates, outputting a summary table with detailed infor-

mation, a summary image with the most likely plasmids present in a sample and 

an individual image with full annotation, with emphasis on ARG and incompati-

bility groups. 

A set of simulated whole genome sequencing sequences were generated to 

test the tool and three high-risk strains responsible for blaOXA-48, blaVIM-1 and 

blaKPC-3 dissemination were analyzed, obtaining an average of three plasmid per 

sample and identifying the ARG-bearing plasmid for each sample. 

PlasmidID identifies the most likely plasmids present in a sample, reconstruct 

them using the bacterial sample sequences provided and draw each one in a self-

described image. Since it is database dependent tool, it can identify plasmids of 

each length and species. 

Keywords: Plasmid, Antibiotic resistance, High throughput sequencing 

1 Introduction 

Plasmids are circular accessory molecules primarily responsible for dissemination of 

antibiotic resistance genes (ARG), virulence factors and other accessory genes that en-

able bacteria survival and spread in hospitals. This makes the study of their structure 

PlasmidID: a mapping based tool for plasmid 

identification, annotation, classification and 

representation. Application as high-risk strains plasmid 

detection. 

Pedro J. Sola-Campoy[1,2], Sara Monzón[2], María Pérez-Vázquez[1], Belén Aracil[1], 

José Campos[1], Jesús Oteo[1], Isabel Cuesta[2] 

1 Reference and Research Laboratory for Antibiotic Resistance, CNM, ISCIII, Majadahonda, 
Madrid. 

2 Bioinformatic Unit, ISCIII, Majadahonda, Madrid. 
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and composition necessary, since they are a relevant target in treatments for infectious 

diseases. However, the modular nature of plasmid structure hinders its identification 

and further comparison using the most usual high-throughput sequencing (HTS) tech-

niques.  

HTS is steadily incorporated to clinical microbiology giving more depth and accu-

racy to diagnosis service, but current available tools based on assembly (de novo as-

sembly and contig alignment) fail its purpose and introduce many false positive results. 

To solve those issues, we have developed PlasmidID, a mapping-based, assembly-as-

sisted plasmid identification tool which identifies the most likely plasmids present in a 

sample and use them as scaffold to place the actual sequences in such bacteria. 

2 Materials and methods 

 

PlasmidID has been primarily implemented in bash, awk and combining several third-

party tools for some steps (bedtools, samtools, prokka and blast). 

Illumina reads of chromosome and plasmids for E. coli, K. pneumoniae and S. enterica 

were simulated to adjust PlasmidID default parameters and three different ARG bearing 

K. pneumoniae sequences were tested. 

Three databases were fetched, a NCBI reference plasmid database containing 8734 

sequences used as scaffold, and an AR (ARG-ANNOT) and replisome (PlasmidFinder) 

databases for annotation and typing purpose. 

3 Results 

PlasmidID maps Illumina reads over sequence plasmid database. The most covered se-

quences are clustered by identity to avoid redundancy and the longest are used as scaf-

fold for plasmid reconstruction. Reads are assembled and the resulting contigs structur-

ally and functionally annotated. All information generated independently from map-

ping, assembly, annotation and local alignment analyses is gathered and accurately rep-

resented in a circular image which allow user to determine plasmidic composition in 

any bacterial sample analyzed. PlasmidID also generates a summary table which lists 

all plasmid covered more than 80%, indicating accession number, length, species where 

the plasmid has been described, description and coverage in every sample analyzed.  

Test performance on simulated dataset yielded high accurate results. Plasmid known 

to belong to each sample were correctly identified (Table 1) and fully reconstructed, 

including Inc groups and ARG. 

 A correct plasmid identification was performed on real outbreak samples, further-

more, results suggested the discovery of a not previously described blaOXA-48-bearing 

plasmid (Figure 1). 
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AC_Number Length Species Description E. coli 
K. pneumo-

niae 
S. ente-

rica 

NC_019049.1 4012 E. coli plasmid pCM959 99.9999 0 0 

NZ_CP015856.1 115432 E. coli strain EDL933-1 plasmid pO157 99.9983 0 0 

NZ_CP018246.1 95341 E. coli strain 472 plasmid pO157 99.9979 0 0 

NZ_CP015022.1 95170 E. coli strain SRCC 1675 plasmid pSRCC 1675 99.9979 0 0 

NZ_CP018253.1 95229 E. coli strain 9000 plasmid pO157 99.9979 0 0 

NC_007414.1 92077 E. coli O157:H7 str. EDL933 plasmid pO157 99.9978 0 0 

NZ_CP017670.1 92755 E. coli strain PA20 plasmid pO157 99.9978 0 0 

NZ_CP017435.1 92624 E. coli O157:H7 strain 1130 plasmid pO157 99.9978 0 0 

NZ_CP018244.1 92522 E. coli strain 350 plasmid pO157 99.9978 0 0 

NZ_CP018242.1 92495 E. coli strain 319 plasmid pO157 99.9978 0 0 

NZ_CP018251.1 91789 E. coli strain 10671 plasmid pO157 99.9978 0 0 

NZ_CP018238.1 91420 E. coli strain 155 plasmid pO157 99.9978 0 0 

NZ_DS999999.1 92381 E. coli O157:H7 str. TW14588 plasmid pTW14588 scf_1117778227960  99.9935 0 0 

NZ_CP017252.1 92691 E. coli strain NADC 5570/86-24/6564 plasmid pO157 99.9935 0 0 

NZ_CP018240.1 94170 E. coli strain 272 plasmid pO157 99.9289 0 0 

NZ_CP015021.1 81401 E. coli strain 28RC1 plasmid p28RC1 99.9177 0 0 

NZ_CP006633.1 3319 E. coli PCN033 plasmid p1PCN033 99.7288 0 0 

NZ_AVCD01000003.1 98062 E. coli O157:H7 str. F8092B plasmid pO157  99.5085 0 0 

NZ_CP015847.1 95598 E. coli O157:H7 strain FRIK2069 plasmid p0157 99.5 0 0 

NZ_CP015816.1 95910 E. coli O157:H7 strain JEONG-1266 plasmid p0157 99.4974 0 0 

NZ_CP010305.1 94730 E. coli O157:H7 str. SS52 plasmid p0157 99.4954 0 0 

NC_013010.1 94601 E. coli O157:H7 str. TW14359 plasmid pO157 99.4884 0 0 

NZ_AETX01000217.1 89762 E. coli O157:H7 str. G5101 plasmid p0157_ 86.9533 0 0 

NZ_CP010135.1 91607 E. coli strain D1 plasmid A complete genome 81.3104 0 0 

NC_016846.1 111195 K. pneumoniae subsp. pneumoniae HS11286 plasmid pKPHS2 0 99.9991 0 

NC_016839.1 105974 K. pneumoniae subsp. pneumoniae HS11286 plasmid pKPHS3 0 99.9981 0 

NC_016838.1 122799 K. pneumoniae subsp. pneumoniae HS11286 plasmid pKPHS1 0 99.9976 0 

NZ_CP015133.1 26450 K. pneumoniae strain Kpn555 plasmid pKPN-d6b 0 99.9962 0 

NC_016840.1 3751 K. pneumoniae subsp. pneumoniae HS11286 plasmid pKPHS4 0 99.9733 0 

NC_016847.1 3353 K. pneumoniae subsp. pneumoniae HS11286 plasmid pKPHS5 0 99.9702 0 

NC_016841.1 1308 K. pneumoniae subsp. pneumoniae HS11286 plasmid pKPHS6 0 99.9235 0 

NZ_CP011334.1 2954 E. coli O104:H4 str. C227-11 plasmid 0 90.5213 0 

NZ_CP012565.1 112059 K. pneumoniae strain UCLAOXA232KP plasmid pUCLAOXA232-4 0 89.0683 0 

NZ_CP016924.1 111539 K. pneumoniae isolate 23 plasmid unnamed1 0 89.0433 0 

CM003767.1 3652 P. aeruginosa strain BH6 plasmid pBH6 whole genome shotgun sequence 0 87.2125 0 

NZ_CP012427.1 126466 K. pneumoniae strain KP5 plasmid pSg1-1 0 86.5837 0 

NZ_CP008931.1 111693 K. pneumoniae strain PMK1 plasmid pPMK1-B 0 85.077 0 

NZ_CP015755.1 109349 K. pneumoniae strain W14 plasmid unnamed2 0 82.6135 0 

NZ_CP007137.1 64562 E. coli O145:H28 str. RM12581 plasmid pRM12581 0 81.661 0 

NC_003385.1 106516 S. enterica subsp. enterica serovar Typhi str. CT18 plasmid pHCM2 0 0 99.9999 

NC_003384.1 218160 S. enterica subsp. enterica serovar Typhi str. CT18 plasmid pHCM1 0 0 99.9977 

NZ_LN868946.1 141119 S. enterica subsp. enterica serovar Senftenberg genome assembly NCTC10384 plasmid: 4 0 0 98.852 

NC_013365.1 204604 E. coli O111:H- str. 11128 plasmid pO111_1 DNA 0 0 96.7591 

NZ_LN868945.1 147787 S. enterica subsp. enterica serovar Senftenberg genome assembly NCTC10384 plasmid: 3 0 0 96.3096 

NC_009981.1 208409 S. enterica subsp. enterica serovar Choleraesuis plasmid pMAK1 0 0 95.2819 

NC_002305.1 180461 S. typhi plasmid R27 0 0 93.7034 

NZ_LN868944.1 727905 S. enterica subsp. enterica serovar Senftenberg genome assembly NCTC10384 plasmid: 2 0 0 92.0865 

NZ_CP017724.1 106449 S. enterica subsp. enterica serovar Stanleyville plasmid pSARB26_01 0 0 90.9647 

NZ_CP011655.1 109688 C. freundii strain CAV1741 plasmid pCAV1741-110 0 0 89.5403 

NC_016825.1 181431 S. enterica subsp. enterica serovar Typhi str. P-stx-12 plasmid 0 0 85.6904 

NC_023289.2 239151 E. coli strain T23 plasmid pEQ1 0 0 83.9859 
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Table 1.   Plasmids covered more than 80% of its length for the three simulated samples. 

Headers include Accession Number, length, species where plasmid has been described, full 

description and percentage covered. Plasmids are ordered by descending coverage percentage 

for each sample. Grey cells indicate a plasmid included in the dataset. 

 

 

 

 

 

Fig. 1. Plasmid reconstructed over NC_019154 represented as blue circle. Histogram indicates 

number of reads mapped at each position. Grey and purple box are annotation from reference 

plasmid and sample contigs respectively. Inner track represents homology region within plas-

mid and contigs and the full length of those contigs is drawn in the innermost track. Red stripes 

represent ARG and yellow stripes the incompatibility group. 
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4 Conclusions 

PlasmidID allow plasmids identification in bacterial whole genome sequences, gener-

ating images of the most likely plasmids present in a sample, easing interpretation by 

researchers. Since it is database dependent tool, it works for every plasmid length and 

species, and can be adapted to other aims such metaplasmid analysis or sequencing 

technologies as SMRT sequencing. 
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DB2DB: An enrichment databases approach for
medical domain
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Abstract. The quality of databases are often unsatisfactory, in term
of completeness of data. Databases must be up to date to ensure the
satisfaction of users. Since there are a large number of databases, an au-
tomatic enrichment approach is required. In this paper, we propose a new
approach to enrich database called ’DataBase To Database’ (DB2DB).
This approach aligns the databases and creates an enriched database.
DB2DB approach compares the components of two databases, detect the
missing components, detect redundancies, combine the constraints, and
create a new database. We applied our approach in the medical domain
which is characterized by an important volume of scalable information.
For experimentation, a platform is developed to test our approach using
medical database. As a result we obtain an enrichment database with
new components that are either tables, relationship, or records.

Keywords: Enrichment, Database, medical domain.

1 Introduction

Database management systems are used for the storing various kinds of data for
different purposes. It enabled information to be efficiently stored and queried.
However, databases are not complete, the new elements of knowledge must be
continually well-maintained [7]. Data enrichmentis a value adding process, where
external data from multiple sources is added to the existing data set to enhance
the quality and richness of the data. It adds value and improve the quality
of your organization’s data. Researches in the literature have proposed several
approaches to improve database structure and data by merging different data
sources [6], using a schema matching [11], using machine learning [1]. The works
that have been proposed in literature are limited, it only enriches one component
of the database that is usually attributes or records. However, there is a lack of
work that concentrates on enriching tables. Also, the approaches in the literature
are semi-automatic which necessitates every time the intervention of an expert.

In this context, we propose to use a database for the enrichment of different
components of another database called ’DataBase To Database’ (DB2DB). Our
proposed approach presents a set of enrichment rules which automate the en-
richment of database. The proposed enrichment rules treated all the components
of the database (tables, records, relationships). It discovers the correspondence
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that may exist between elements of two databases. Domain of application used
in this paper is medical domain. Our goal is to have an updated database com-
pared to the original one. The new database contains the missing information,
and the novelties of the medical domain which are related to the database.

This paper is organized as follows: Section 2 presents works in the literature,
which are related to improve databases and methods to enrich databases. Section
3 explains the architecture of our proposed approach. Section 4 describes the
enrichment rules. Section 5 presents DB2DB algorithm. Section 6 presents the
experiments and the results. Finally, we give conclusion.

2 Related work

Several approaches in literature aimed to enrich database, spacially integration
data approach and maching schema. Data integration aims to build a unified
schema by merging several data sources. Two fundamental steps when perform-
ing data integration : The first step consists of identifying similar schema com-
ponents. The second step consists of transforming data. It will have the same
representation once transferred to the global schema, resultant schema must be
free from redundancy [6].

Combining matchers approach as hybrid or a composite one, the former
combines multiple match criteria simultaneously, the later use several match
algorithms individ usually and combine their results [3]. Traditional match tech-
niques, as mentioned above, exploit the schema characteristic and the data value.
However additional techniques have been proposed as substitutional choice, since
such information are not always interpretable. Kang and Naughton propose
Graph-based matching approach that can be useful when schema information
is worthless to be used. It consists of exploiting the dependency relationship
between schema attributes to construct a dependency graph for each schema to
be matched, matching node pairs will be identified using a graph-based matcher
[10]. Elmeleegy et al. propose Usage-based approach which detect attributes
similarity using database query log. Attributes can be considered as similar if
they have similar usage characteristics and occurrence frequencies [8]. Another
approach proposed by Nandi and Bernstein used the keyword-query logs to per-
form schema matching, by considering the results of search queries [2]. Massmann
and Rahm proposed an approach called Document content similarity. It creates
virtual documents, containing schema instances in order to perform matching by
comparing virtual documents using TF/IDF document similarity measure [5].
Gomes de Carvalho et al. proposed Genetic Programming for schema matching.
It suggested using a genetic programming in order to identify complex matching.
In fact, n:m match is considered to be a challenging issue. However most of the
previous studies do not take it into account [4].

In 2016, Anam et al. proposed a new approach named Hybrid Ripple-Down
Rules. It address the problem of machine learning algorithms and knowledge
engineering approaches. The former cannot deal with the evolutions of schema
since classification decisions. The problem of the later arise because rules are
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Fig. 1. DB2DB process

constructed by an expert, which is time consuming task and need knowledge
acquisition [1]. They propose a hybrid approach that combines machine learning
algorithms by using a decision tree and knowledge engineering by adding new
rules incrementally when necessary, in order to stop wrong classification and
propose a correct one. Recently, Gu et al. proposed Ripple-Down Rules approach.
It combines schema matching and record linkage techniques [9]. The results are
proved that combining them iterative enhance the match result.

We propose a new approach to automate the enrichment of databases and
avoid the limits of approaches presented in literature.

3 DB2DB approach

Usually we found different computer systems related to similar databases. De-
spite the difference issues of applications, it used nearly similar databases which
can contain the same tables, most of the same attributes and records. Each
database is created separately, which is a waste of time, effort and storage space.
To resolve this issue, simply share the database to optimize the development
of application. We can investigate the created databases to build an enriched
database (see Fig 1 ). The main objective of our approach is to automate the
enrichment of different components of a database. Our approach focuses on data
but also on the database structure. The proposed approach started by calculat-
ing the similarity between database source and database destination. Database
source is a database used for enrichment, database destination is a database
needed to be enriched. We compare the components of databases. Then, we se-
lected the components from the two databases, match the selected components,
and unify them creating a new database. The selected components will be com-
pared before matching to avoid redundancy.

4 DB2DB rules

This enrichment of the structure of database concerns the enrichment of table,
attribute and relation between tables. If two tables tS1 and tS2 in DataBase
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Source (DBS) are linked. tD is a table in the DataBase Destination (DBD). If
tS1 have a similar table in DBD and tS2 not have a similar table e.g have the
similar name or synonyms and the same attribute. We can add tS2 as DBD (see
Fig 2). Rule 1 describes this case.

Rule 1:

When tS1, tS2 ∈ DBS and tD ∈ DBD

and Similarity(tS1, tD1)and Relation(tS1, tS2)

Then AddTable(tS2, DBD)

(1)

Where:
AddTable(T, DB): adds table T to DB.
Relation(T1, T2): returns true if tables T1 and T2 have a relationships between
them.
Similarity(T1, T2): returns true if tables T1 and T2 are similar.

Fig. 2. Rule1: The enrichment of tables.

If two tables in DBS are linked using primary-key and foreign-key and the
similar tables appear in the DBD. However, tables in DBD have no link between.
Based on the relation in the first database, we can complete the missing relation.
We add primary-key in table one and migrate as foreign-key in the second table
(see Fig 3). Rule 2 describes this case.

Rule 2:
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When tS1, tS2 ∈ DBS and tD1, tD2 ∈ DBD

and Similarity(tS1, tD1) and Similarity(tS2, tD1)

and Relation(tS1, tS2) and ¬RelatedTable(tD1, tD1)

Then AddFK(tD1, tD1)

(2)

Where:
Relation(X, Y): returns true if relation exists between two tables.
RelatedTable(T1, T2): returns true if two tables are linked with primary-key
and foreign-key.
AddFK(T1, T2): Migates primary key of table T1 as a foreign key in table T2.

Fig. 3. Rule2: The enrichment of relationships.

We analyze tables and we select the appropriate records for the enrichment
of database. The selection of records must follow some conditions: If tables in
the databases are similar e.g having the same name or synonyms. The records
will be added as a record in the table of DBD (see Fig 4). Also, records of table
will be compared to avoid redundancy. Rule 3 describes the enrichment of the
database by records.

Rule 3:
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When tS ∈ DBS and tD ∈ DBD and Similarity(tS , tD)

and Redundancy(record(tS), record(tD))

Then AddRecord(tD, record(tS)).

(3)

Where:
Redundancy(Data1, Data2): compares between two lists of data, and returns
data whithout redundancy.
AddRecord(T, R): Adds records R in table T.
Record(T): returns records of table T.

Fig. 4. Rule4: The enrichment of records.

5 DB2DB algorithm

The algorithm is described as follows: Firstly, we browsed all tables of databases
and we used rules 1 to add tables in database. Secondly, we used rule 3 to add
attributes in table of database. Then, we browsed all relations between databases
and used rules 2 to create relation between tables. Finally, we added records of
tables in DBS to relative tables in enriched database using rule 4.

6 Experimentation

For the experimentation, we choose medical domain because it is always re-
newable and it characterized by a large volume of data. We used five different
medical databases to test our enrichment rules, and the selection is based on the
variation of specialties of each databases. Table 1 shows the number of different
components of the selected databases.

The performance of our approach is assessed by the evaluation of generated
database: (1) quantitative evaluation and (2) qualitative evaluation.
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Algorithm 1 DB2DB

1: Input: Database DBS, DBD
2: Output: DataBase Enriched DB
3: Begin
4: for all table t in DBS and DBD do
5: Apply Rule1;
6: end for
7: for all relations R between two tables do
8: Apply Rule2;
9: end for

10: for all table t with records set r do
11: Apply Rule3;
12: end for
13: Return EnrichedDB

Table 1. Medical databases used for the experimentation.

Database Table Record Attribute

DB1: Disease Database 10 43 32

DB2: Allergy Database 15 53 63

DB3: Cardiovasculair Database 11 21 43

DB4: Surgical Database 9 28 30

DB5: Laboratory analysis
Database

12 27 49

6.1 Quantitative evaluation

Calculate the similarity We started our evaluation by calculating the simi-
larity between databases. To measure the semantic similarity of databases, we
browse the components of databases and, determine the similarity of compo-
nents based on the semantic similarities using the SNOMED-CT ontology 1 to
subtruct similarity between concepts, which is the most comprehensive and pre-
cise clinical health terminology product in the world. Similarity value Sim(t)
calculates the value of similarity of term t related to databases, 0 ≤Sim(t)≤ 1.
t can be a name of any database components(tables, attributes, records).


Sim(t)= 1, if t has a similar components.
Sim(t)= 0, if t has not a similar components.
Sim(t)= 0.5, if t has a synonym.
Sim(t)= 0.75, if t has a other form.

(4)

1 http://www.snomed.org/snomed-ct
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Similarity(A,B) =

N∑
t∈TA∩TB

Sim(t)

N
(5)

Where
N : Number of similar term to t.

If two databases are not similar or the percentage of similarity is inferior of 50%,
we cannot obtain an enriched databases. To enrich a DBD, we need a DBS in
the same domain an with a high degree of similarity with DBD. Table2 presents
databases, we choose DB1 and DB2 as database source of enrichment because
it has greater number of components than others.

Table 2. The rate of similarity between tables.

Enrichment code Database
source

Database
destination

rate of similarity
(%)

Enrich#1 DB1 DB3 76

Enrich#2 DB1 DB4 60

Enrich#3 DB2 DB3 80

Enrich#4 DB2 DB4 78

Calculate the enrichment rate We evaluate the quantity of the new infor-
mation stored in the database. We have computed the enrichment rate of the
database, which is the percentage of changement of the number of database
components after enrichment by comparison to number of components before
the enrichment. The sum of component consists on tables, records, attribute,
relationships between tables using primary and foreign key. E2 computed the
sum of components of database destination after the enrichment. E1 computed
the sum of changements in database destination before the applying of the en-
richment rules.

(E1 − E2)/E2 ∗ 100 (6)

Figure 5 illustrates the enrichment rates for each databases combination. Table
3 resumes the enriched results obtained.

According to the sketched histograms, we can point out that most of en-
richment rates of databases using DB1 are height then DB2. We remark that
Enrich3 has the highest rate of enrichment for DBS and DBD, which explained
by the height rate of similarity (80%) between the components of the databases.
Besides DB4 have a small number of tables which prove that needs enrichment.
In contrast, Enrich2 have a small rater of changement when we use DB2. The
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explanation is that DB4 and DB1 both contained less of similar components
and does not require a high rate of change.

Table 3. The enrichment rates for databases using DB1 and DB2.

Enrichment code E1 E2 (%)

Enrich#1 145 167 13.17

Enrich#2 98 105 6.66

Enrich#3 84 116 27.5

Enrich#4 75 88 14.77

Fig. 5. Enrichment rates.

6.2 Qualitative evaluation

The qualitative evaluation is based on the satisfaction level of the users of
database before and after enrichment. We select four criteria of satisfaction
which are (1) Accessibility: the ability to access the database, (2) Accuracy:
the degree to which the data mirrors the characteristics of the real world ob-
ject or objects it represents, (3) Completeness: the absence of blank and missed
values, and (4) Consistency: the absence of difference, when comparing two or
more representations of a thing against a definition. We asked twenty experts to
judge the information quality of new databases compared to the last version of
database. To judge we have two dimensions of satisfaction (high and low). Table
4 presents the number of expert for each dimension and for each criteria.
Based on table 4, we conclude that the number of experts, which are satisfied
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with resulted databases, is higher than the number of experts which are not sat-
isfied of the quality of databases. It proves that users have not problems in the
access to databases. Also, it proves that data in databases are correct, accurate,
complete, and characterized by the absence of ambiguity.

Table 4. Level of satisfaction of the experts according to quality criteria for each
database.

Information
quality criteria

Enrich#1 Enrich#2 Enrich#3 Enrich#4

High Low High Low High Low High Low

Accessibility 20 00 20 00 19 01 20 00
Accuracy 13 07 15 05 13 07 10 10
Completeness 20 00 18 02 16 04 19 01
Consistency 16 04 17 03 17 03 18 02

Total 59 14 70 16 65 15 67 13

Discussion
We can summarize the performance of our approach based on above evaluations
of experiments. Both quantitative and qualitative evaluations highlights the ef-
ficiency of our automatic approach of database enrichment. Table 3 presents
the results of quantitative evaluation which are the rate of enrichment for each
database combination. The obtained results show the performance of our ap-
proach for different databases. Then, we evaluate the quality of database after
the enrichment. Table 4 presents the level of satisfaction of experts based on four
quality criteria. This table shows that experts are satisfying with the enriched
database in the most of criteria. Through all the evaluation of experiments, we
demonstrate that our approach has enhanced the enrichment of database signif-
icantly.

7 Conclusion

We proposed an approach to enrich the database using other database. The goal
was to achieve a way to analyze and compare between the components of two
databases. We presented in this paper a set of enrichment rules which enrich
records of database and the structure of database. We developed a platform to
apply rules and we use five medical databases. We evaluate the resulted databases
with quantitative and qualitative evaluations. The quantitative evaluation shows
that the number of database component grows after the application of rules. The
qualitative evaluation shows that resulted database meets the quality criteria.
As a future work, we will test our approach using voluminous databases. And we
will deal with the addition of new semantic relations using the inference rules.
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Metabolomics is considered the final step of the ‘omics’ cascade whose aim is to study all low 

molecular weight molecules present in biological systems. The description of metabolome 

provides a portrait of the metabolic state of individuals at a certain point in time and the analysis 

of the metabolic profile may give insight into the biochemical consequences of disease. In this 

way, this tool allows to find alterations and interactions in the organism due to different 

conditions or causes [1]. Most of studies carried out in this field have focused on the study of 

human diseases in order to know the involved biochemical pathways and to find biomarkers 

that allow the improvement in the diagnosis, prognosis and treatments [2, 3].  

 

Among the different stages of the metabolomic workflow, the data processing is one of the most 

important. The long duration of the analytical sequences makes that the provided data have to 

be well processed in order to obtain statistic meaningful and valid and robust biological 

interpretations.  

 

In this work, we present the utility of using quality control samples (QCs) for data processing in 

large fingerprinting metabolomic studies. This methodology was applied in a real study, which 

was a part of the PRECISESADS project (www.precisesads.eu), in order to explore different 

systemic autoimmune diseases. These pathologies were Systemic Lupus Erythematosus (SLE), 

Systemic Sclerosis (SSc), Sjögren’s Syndrome (SjS), Mixed Connective Tissue Disease (MCTD), 

Undifferentiated Connective Tissue Disease (UCTD), Rheumatoid Arthritis (RA) and 

Antiphospholipid Syndrome (PAPS). In this study, a total of 288 plasma and 288 urine samples 
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were analysed by high performance liquid chromatography coupled to mass spectrometry 

(HPLC-ESI-QTOF-MS).   

 

QCs of plasma and urine were prepared by mixing equal volumes (20 μl) from each case sample. 

Those QCs were analysed throughout the analytical sequence every 5 case samples.  

Firstly, this sample was used in order to check the analytical reproducibility by unsupervised 

Principal Component Analysis (PCA) according to the distribution of the QCs. The PCA scores 

allowed to detect significant drifts due to the different batches of analysis (between-batch 

effect) and the injection order (within-batch effect). Thus, normalization strategies have to be 

applied in order to supress both effects. Therefore, a normalization strategy was applied using 

the batch effect correction tool in Metaboanalyst software [4] based on empirical Bayes method 

[5]. In addition, normalization procedures based on the sum of areas of the QCs were also 

applied to correct the injection order effect. After applying these normalization procedures, PCA 

analysis were remade showing a good grouping of the QCs after processing. Other utility of the 

QCs was applied in the Peak Peaking step. Automatic peak finding and alignment were carried 

out with Agilent MassHunter Profinder B.06.00 software. In this step, QCs were used as a 

representative sample in which all endogenous metabolites should be present. Due to the large 

number of sample files and their size, the chosen strategy was to perform the molecular feature 

extraction in the QCs files acquired along the different analytical batches. The molecular features 

found in QCs were used to find them by a targeted way in the tested samples. 

QCs were also used in the filtering steps. The molecular features with high variability in QCs 

(relative standard deviation higher than 30%) or with a percentage of missing values higher than 

25 %, were removed. An additional application of the QCs was to perform a tandem mass 

spectrometry (MS/MS) analysis in order to obtain fragmentation patters of the metabolites. This 

information was necessary in order to unambiguously identify the significant features found for 

the different diseases comparing with data from different online databases.   
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Abstract. Cancer is a complex disease driven by several factors, rang-
ing from point mutations that are accumulated during lifetime (somatic),
inherited variants (germline), large rearrangements such as deletions, in-
sertions or translocations (structural variants) or epigenetic factors [1, 2].

Somatic mutations in cancer are very heterogeneous, very few mutations
are shared by patients with the same cancer, even those with the same
subtype of cancer. Sets of genes that are commonly involved in the same
cancer pathway tend not to be mutated in the same patient [3].

We have analyzed paired mutational events in lung adenocarcinoma to
detect pairs of genes frequently mutated in tumor samples potentially
associated to the insurgence and progression of the disease.

We collected a dataset of samples of Lung Adenocarcinoma released
by TCGA (The Cancer Genome Atlas) consortium [4]. We have used
Varscan2 to perform the variant calling analysis starting from the orig-
inal BAM files [5]. The version hg38 of the human genome was used
as a reference [6]. After a filtering procedure for removing duplicated
sequencing data from same patient, we obtained a set of 405 unique
paired samples (normal/tumor). The annotation of mutations was per-
formed using Annovar [7]. We have collected the allele frequency (AF)
data from gnomAD, 1000 Genomes, ExAC databases and we associated
to each variant the maximum AF value. If no AF is reported in any of
the three databases its value was set to 0.

In our analysis we assumed that all rare variants affecting protein se-
quence (VAPs) have pathogenic effects. Thus, for each sample, we col-
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lected the VAPs (nonsynonymous Single Nucleotide Variants, frameshift-
deletion, frameshift-insertion, stop-gain, stop-loss, nonframeshift-deletion
and nonframeshift-insertion) with allele frequency ≤ 0.5%. To filter-out
possible sequencing errors and artifacts we considered only variants with
minimum coverage of 10 and supported by at least 5% of the reads for
the alternative allele.

In our work we analyzed co-occurring mutational events affecting the
function of pairs of genes. We assumed that a protein coding gene loses
its function when a VAP is present. In the analysis of the LUAD dataset
we found a total number ∼ 17.300 genes with at least one VAP across all
samples. To reduce the number of possible gene pairs to be tested, we pri-
oritized cancer-associated genes using a modified version ContrastRank
algorithm [8]. This procedure allowed to select a set of ∼ 1.400 signifi-
cantly mutated genes (p-value≤ 0.05) in case (tumor samples) vs control
(normal samples).

Starting from this set of genes, we tested all possible gene pairs perform-
ing two Fishers Exact Tests (FETs). The first test compares the fraction
of patients with paired VAPs in normal vs tumor samples (see Fig. 1
Panel A). The second test calculates a contingency matrix for each gene
pair reporting the number tumor samples with the four possible muta-
tional states obtained by the combination of the two genes (see Fig. 1
Panel B).

Fig. 1. Contingency matrices calculated for evaluating significant Epistatic Gene Vari-
ants (EGVs). Panel A: Contingency matrix for the comparison of the frequency of
EGVs in normal and tumor samples. Panel B: Contingency matrix for the comparison
of EGV states in tumor samples. G1: Gene 1. G2: Gene 2. N: number of samples with
or without variants affecting protein sequence (VAP). NEGV=NG1,G2.

Using FETs we selected a set of ∼ 27.000 Epistatic Gene VariantsVari-
ants (EGVs) with both p-value≤ 0.05. In a second step, we identified sig-
nificant changes in the survival rates between patients with and without
a specific epistatic gene interaction. Calculating the log-rank statistics
from Kaplan-Meier curves [9] for the groups patients with and without
the selected epistatic gene interactions, we found 441 EGVs with signif-
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icant decrease in the survival rate (p-value≤ 0.05). These EGVs were
formed by 267 unique genes.
Mapping our final set of 441 EGVs on the human protein-protein inter-
action network from iRefIndex [10] we selected a set of 140 gene-gene
interactions that contained the aforementioned pairs of genes in either
the source or the target of the interaction with a maximum one gene in
the shortest path. In Figure 2 we draw the largest module of our network
(Panel A). The main hubs in our network are TP53 and EGFR with 195
and 188 interactions respectively (Fig. 2 Panel B). These are two well-
known genes that act as tumor suppressor and oncogene respectively in
many cancer types. In our network, among other hub genes, we found
other two cancer-associated genes such as KEAP1 and STK11 with 13
and 6 interactions respectively.

Fig. 2. Main module of our protein-protein interaction network obtained matching the
set of 441 Epistatic Gene Variants with the protein-protein interaction from iRefIndex
database (Panel A). Panel B zoom on the main hubs of the network.

With our analysis we detected a set of cancer-associated Epistatic Gene
Variants with significant decrease of the survival rate in Lung Adenocar-
cinoma. These Epistatic Gene Variants map on a subnetwork of protein-
protein interaction including two well-known hubs (TP53 and EGFR)
for cancer-associated gene network. We anticipate that our findings will
be used for predicting the survival rate of a patient from the analysis of
its mutation landscape.
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Abstract. Left ventricle tracking in ultrasound images and videos presents
a very important application for cardiac diagnostic. This process is dif-
ficult due to two main reasons: 1. The inherent problems of ultrasound
videos (i.e. low contrast, signal dropout, etc.). 2. The complex process
of configuration and exploitation of the related solutions when exploit-
ing high performance software and hardware. In this paper, we propose
real-time method that offer an accurate left ventricle segmentation and
tracking, based on optical flow estimation, convex hull and spline inter-
polation algorithms. We propose also GPU-low-energy solution that can
exploit the high computing power of embedded GPUs. This allowed to
provide a real-time processing of videos within a prototype (Tegra mobile
GPU) that consumes low energy compared to normal GPUs. Moreover,
our solution is adapted for exploiting cloud platforms in order to offer
to users an access to the different algorithms without the need to down-
load, install and configure software or hardware. Our experiments are
conducted using a set of 17 normal and 31 disease hearts ultrasound
video sequences. The related results achieved automatic and real-time
left ventricle detection and tracking with a rate of 93 % of success
Key words : left ventricle detection and tracking, ultrasound videos,
optical flow, Embedded GPU, CUDA, Cloud computing.

1 Introduction

Cardiovascular diseases present one of the main leading causes of death in the
world. Therefore, cardiac diagnosis have got increasing importance for cardiol-
ogists. In literature, there are many modalities used for exploring and analyz-
ing cardiac structures such as: magnetic resonance (MRI), X-ray, ultrasound,
or computed tomography (CT) images. Actually, the ultrasound imaging are
the most used in clinical practice since they offer real time visualization of the
heart motion. Several methods have been proposed to delineate left ventricle
within ultrasound imaging. The latter are composed of several image process-
ing algorithms that make the calculation time so elevated. As consequence, the
constraint of real time processing cannot be satisfied when using high definition

EXTENDED ABSTRACTS IWBBIO 2018

25



2

videos. In this context, graphic processing units present an efficient solution,
which is seriously hampered by the high costs of data transfer between CPU
and GPU memories. Therefore, we developed a version that exploits in an ef-
ficient way, all the available computing units within embedded graphic cards
”NVIDIA TEGRA TK1” 3 . The latter offer the possibility to provide a fast,
low-energy and portable solution that does not require the use of a computer.
This solution is also adapted for exploiting CPU or GPU within cloud platforms
in order to facilitate its use even if users do not dispose of mobile GPUs. The
remainder of the paper is organized as follows: Section 2 presents the related
works, while the third Section is devoted to describe the proposed approach for
left ventricle segmentation and tracking using mobile GPUs and cloud platforms.
Finally, conclusion and future works are presented in the last Section.

2 Related work

Left ventricle segmentation and tracking in echocardiographic sequences presents
a very important task in cardiac motion abnormalities detection. Many algo-
rithms have been proposed to track the left ventricle such as presented in [1]
[2], where authors developed an automatic recognition algorithm for detecting
the contour of left ventricular cavity. The method is based on considering all
of the combinations between motion vectors of the ventricular wall in order to
extract intersection points. This software was applied on 40 normal and 113 dis-
ease hearts where automatic calculation of ejection fraction was agreed with the
results of conventional method by a sonographer. Tavakoli et al [3] proposed an
evaluation of different optical flow methods. Nine different algorithms namely
Lucas-Kanade, Horn-Schunck, Fleet-Jepson, Anandan, Nagel, Uras et al., Black
et al, correlation and MAD block matching are implemented and applied on sim-
ulated, synthetic (rotating phantom) and real ultrasonic images. Authors found
that the best results are achieved using Black et al. technique. The angular and
amplitude errors obtained are 8 degrees per frame and 8.2%, respectively. Pa-
pademetris et al [4], proposed a methodology for estimating cardiac deformations
from 3D echocardiography (3DE). A dense motion field is used to calculate the
deformation of the heart wall in terms of strain in cardiac specific directions.
The strains obtained using this approach in open-chest dogs before and after
coronary occlusion, show good agreement with previously published results in
the literature. They also exhibit a high correlation with strains produced in
the same animals using implanted sonomicrometers. This proposed method pro-
vides quantitative regional 3D estimates of heart deformation from ultrasound
images. Dietenbeck et al, choose to use a extended level set method [5] in order
to track the whole myocardium in echocardiographic sequences. The accuracy
and robustness of the proposed method is evaluated by comparing the obtained-
segmentation with experts references and to another state-of-the-art method
on a dataset of 15 sequences (900 images) acquired in three echocardiographic
views. They show that the algorithm provides results that are consistent with

3 http://www.nvidia.com/object/jetson-tk1-embedded-dev-kit.html
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the inter-observer variability and outperforms the state-of-the-art method. Re-
cently, we developed a Multi-GPU implementation [6] [7] of sparse optical flow
computation that allowed real time motion tracking with high definition videos.
The latter is exploited within our method of left ventricle tracking.

On the other hand, recent development of computer vision platforms have
been significantly influenced by the emergence of a growing number and accessi-
ble cloud computing platforms hosted by large-scale IT-companies (AWS, GCP,
Azure). They enabled the development of a variety of cloud interfaces, which
makes abstraction on the complexity behind computer vision application. The
latter use a specific workflow for cloud architectures [8] which gives access to a
high computing power without the need of a low-level software programming or
any hardware adaptation. CloudCV [9] is an example of a cloud-based and dis-
tributed computer vision platform composed of three parts; an AI-as-a-service
platform that enables researchers to easily convert their deep learning models
to web service and call them by a simple API, a drag and drop collaborative
platform for building models, an evaluation server for comparing different AI
and computer vision algorithms (for example for challenges). Other cloud com-
mercial applications such as Amazon Rekognition, Watson Visual Recognition
(by IBM) or Clarifai, deliver APIs, which focus on specific computer vision tasks
for image and video understanding.

In this paper, we developed a version that exploits in an efficient way, all the
available computing units within embedded graphic cards ”NVIDIA TEGRA
TK1”. The latter offers the possibility to provide a fast, low-energy and portable
solution that does not require the use of a computer. This solution is also adapted
for exploiting CPU or GPU within cloud platforms in order to facilitate its use
even if users do not dispose of mobile GPUs.

Our main contributions can be summarized in two points:

1. Low-energy and fast implementation of left ventricle detection and tracking
as a result of exploiting embedded graphic cards ”NVIDIA TEGRA TK1”
in parallel.

2. Cloud-based implementation that offers the possibility of exploiting our
method using CPU or GPU without the need to download, install and con-
figure the required software and hardware.

3 The proposed solution

In this section we present our solution within three parts : the sequential ap-
proach, the GPU embedded solution, the cloud solution.

3.1 Sequential solution

Before presenting the cloud-based implementation, we start by describing the
main steps of our left ventricle detection and tracking method. Our method
disposes of two main steps (Fig. 1).
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Fig. 1. Main steps of our method of left ventricle detection and tracking

1. Gravity Center Detection: this step consists of detecting the gravity
center of the left ventricle, which allows to recognize and track the shape of
left ventricle within the next step. This step is performed with three sub-
steps: pre-processing, motion vectors detection and center detection as shown
in Fig. 1.

2. Left Ventricle Tracking: the second step consists of exploiting the de-
tected gravity center in order to detect and track the shape of left ventricle
in real time. This step is composed of two sub-steps: approximation of left
ventricle contour and its detection. These steps are detailed in our previous
publication [10].

3.2 GPU-embedded solution

Despite the high accuracy of the proposed method, the computation time is so
significant, which makes the approach not adapted for real time processing of
echocardiography videos. The high increase of calculation time is due to three
main reasons:

– Many image processing algorithms applied on each echocardiographic video
frame

– The intensive computation of image pre-processing and left ventricle tracking
algorithms

– The high definition of ultrasound images that requires more computation.

To overcome this constraint, we developed a cloud-based solution that allows
to exploit GPUs without the need to download, install and configure the related
hardware and software. On the one hand, we ported and parallelized the high
intensive steps (pre-processing, motion vectors and gravity center detection) of
our method on GPU using the API CUDA, while the less intensive steps (con-
tour approximation and left ventricle detection) remain implemented on CPU
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[10]. For more details about the GPU implementations, we refer readers to our
previous implementations [11] [12] [13] [14].

We adapted our implementation of exploiting mobile graphic cards ”NVIDIA
TEGRA TK1” in parallel. The exploitation allows to reduce to the energy con-
sumption by maintaining the benefit of exploiting the computing units of GPU in
parallel [16]. The TEGRA TK1 GPU device allows to develop embedded appli-
cations that includes NVIDIAs highest performing and all the modern graphics
and compute APIs (OpenGL, DirectX, etc.). The TEGRA TK1 GPU provides
4 CPU cores (64 bits), 192 CUDA cores and a memory of 2 GO.

As result of this exploitation, we obtained accurate left ventricle tracking in
real time and with a low energy consumption [17] as shown in Table 1. Notice
that the obtained performance within the embedded GPU are lower (24.1 fps)
that those obtained within Physical GPU (28 fps) [10] since the latter disposes
of more CUDA cores and memory size. Despite this, the TEGRA TK1 GPU
offered a real time processing for the left ventricle detection and tracking method.
However, the embedded GPU solution offers an energy efficient solution since
it consumes 10 times less that the normal GPU solution [10]. The use of GPUs
within cloud platforms allows to get fast results without the need to configure
and install software and hardware, which represents a complicated task for users
or even developers. Experimentations are conducted using a set of 11 normal
and 17 disease hearts echographic video sequences. The sequences are provided
from the department of cardiology at the Hospital of Tlemcen in collaboration
with Dr. Abbou 4. The ultrasound videos present different resolutions:

– Low resolution videos: 320×240

– Medium resolution videos: 640×480

– High resolution videos: 1058×794

Masuda et al. Takahashi et al. Our method

Success rate 85 % 88 % 93 %

Automatic Semi-automatic Semi-automatic Fully-automatic

Computing unit CPU CPU GPU

Frame rate 4 fps 4 fps 24.1 fps

Table 1. Our method vs literature algorithms using a normal case video (1058 × 794)

4 Department of cardiology, Tlemcen University Hospital, Tlemcen, Algeria
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3.3 Cloud solution

In our cloud solution, we have used a virtual machine (VM) that allows the
access to our application of left ventricle detection and tracking. The related
web address is: https://toolbox.media-process.com/. Users can test and try
the application within this address. This responsive application is developed
using the PHP and Bootstrap that offered a multi-platform website running
even on mobile devices (smartphone, tablet, etc.). The access to our cloud-based
application is secured within HTTPS protocol. Otherwise, we used the Docker
framework in order to provide a multi-user exploitation, different users can run
the same application simultaneously (Fig. 2). Notice that Docker container is
an open source software platform that can be used to manage the process of
development. Its main benefit is to package applications in containers, allowing
them to be portable among any system running the Linux operating system
(OS). With Docker [15], we generated and configured an image called nvidia-
docker-image including the operating system (Ubuntu and the required libraries
: OpenCV and CUDA that allows to exploit NVIDIA GPUs.

Fig. 2. Multi-user execution

The process of exploiting the cloud application is summarized within four
steps (Fig. 3):

– Web selection: users can select the application of left ventricle detection and
tracking within the platform.

– Input parameters uploading: users can provide the input parameters (the
ultrasound video images) that will be sent to the web server.

– Cloud-based execution: the cloud platform generates the related nvidia-
docker images with all the parameters in order to execute the application.
In case we have many users, the platform creates a container for each user.

– Results presentation: at the end of the process of left ventricle and tracking,
all the containers will be removed by the cloud platform and show the results
to the user. Fig. 3 illustrates the general architecture of our cloud platform.
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Fig. 3. The cloud platform architecture

4 Conclusion

In this paper, we proposed an accurate, automatic, GPU-embedded and cloud
method for left ventricle segmentation and tracking in real time. The method
is based on optical flow estimation for detecting the left ventricle center and
convex hull for its tracking. Experimentations showed promising results (93 %
of accuracy) thanks to the parallel exploitation of GPUs computing units that
offered a real time processing even when treating high definition echographic
videos. The accelerated GPU treatment (24 fps), which was 6 times faster than
the CPU version (4 fps). The use of embedded GPUs (Tegra TK1) allowed to
reduce the energy consumption, while the use of cloud platforms allowed to
facilitate the exploitation of our method since users do not need to download,
install or configure the related software and hardware. As future work, we plan
to validate our method by the use larger data-setd of ultrasound images, which
allows to get apply a training of data for better accuracy. We plan also to improve
the performance of results visualization in the cloud using a double buffering
system. We plan also to apply our method for detecting and tracking left ventricle
with larger data sets of 3D ultrasound videos.
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Abstract: 

Intelligent optimization algorithms have been widely used to deal complex nonlinear 

problems. In this paper, we have developed an online tool for accurate cancer classification using 

a SVM (Support Vector Machine) algorithm, which can accurately predict a lung cancer type with 

an accuracy of approximately 95 percent. Based on the user specifications, we chose to write this 

suite in Python, HTML and based on a MySQL relational database. A Linux server supporting 

CGI interface hosts the application and database. The hardware requirements of suite on the server 

side are moderate. Bounds and ranges have also been considered and needs to be used according 

to the user instructions. The developed web application is easy to use, the data can be quickly 

entered and retrieved. It can be easily accessible through any web browser connected to the 

firewall-protected network. We have provided adequate server and database security measures to 

the system, with no client software need and supporting major operating systems (Windows, Linux 

and OSX) with a dedicated industry standard server. The developed application will help 
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researchers to utilize machine learning tools for classifying cancer and its related genes. 

Availability: The application is hosted on a personal Linux server and can be accessed at: 

http://131.96.32.330/login-system/index.php 

Keywords: 

Cancer; Microarray; Support Vector Machine (SVM). 

Introduction: 

Many machine learning algorithms such as random forest, k-nearest neighbor, neural network, 

and SVM (Support Vector Machine) have been applied in pattern classification. SVM has 

distinctive advantages in handling data with high dimensionality and a small sample size. 

Expression levels of genes can be analyzed using microarray experiments, in which the RNA 

isolated from different tissues is labeled and hybridized to the arrays [1]. The expression levels of 

treatment sample can be compared to control sample to understand the differences in gene 

expression levels amongst two treatments. Microarrays can be of two type: single channel where 

only one dye (red or green) is used, and the two channel where two dyes are used, one for control 

(CY5) and other for treatment (CY3). Different array spots give different fluorescence intensity 

values for each gene, which can be analyzed with different bioconductor package in R to perform 

normalization and statistical analysis.  

Normalization is essential prior to making comparisons amongst biological replicates. It is 

required as the RNA used for hybridization can be of different quantities or there can different 

labeling conditions for different probes or the scanning of expression levels may be biased. 

Normalization essentially adjusts the expression levels of probes to reference probes [1]. Figure 

no 2 is the one channel microarray lung cancer data after normalization. A significant change in 

expression levels with correction of standard deviation and variance within and between samples 
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is observed. We read four lung cancer samples in R and measured standard deviation and variance 

on raw data to compare it with an RMA normalized data, a significant variance stabilization was 

obtained in RMA normalized data.  

A SVM is a machine learning technique which categorizes new samples based on supervised 

learning of training data. A hyperplane is defined which forms a minimum distance in training 

sample which is used for classification [2]. SVM makes classifications based on non-probabilistic 

binary linear classifier [3]. It has been shown that SVM’s can significantly increase accuracy 

compared to traditional query refinement schemes [3]. Although, several groups have shown 

importance of machine learning tools in classifying big data, there still remains a constant need to 

develop a user friendly tool for implementing this algorithm on big data. We have developed this 

functional tool, which can input a one channel microarray data and accurately predict the cancer 

type using machine learning technique. Although, we only have incorporated one algorithm in this 

article, developments are in progress for utilizing several others (linear regression, logistic 

regression, naïve bayes, random forest, K-means, K-nearest neighbor). 

Materials and Methods: 

a.� Data Collection: 

A set of 103 one channel microarray lung cancer samples (GPL590) were downloaded 

from Gene Expression Omnibus (GEO) database. Same number of normal lung tissue microarray 

data accompanied this cancer data. The work flow for this analysis is depicted in Figure 1. The 

downloaded raw data is then directed towards normalization for variance stabilization.  

EXTENDED ABSTRACTS IWBBIO 2018

35



Figure no 1: depicts the work flow for this project. User inputs a microarray data, it is downloaded 

in database, normalized, analyzed by SVM, and the results of which displayed on an HTML page.

b.� Normalization: 

Normalization was performed using two techniques mas5.0 and RMA normalizations. We 

settled on RMA normalization because of its faster speed and improved stabilization quality

[4]. It initially reads the affymetrix data using AFFY package in R language to perform RMA

normalization with subsequent extraction of expression levels using ‘exprs()’ function. Since 

it’s a non-logarithmic transformed data, a logarithm to base 2 transformations is performed for 

scaling results.  

EXTENDED ABSTRACTS IWBBIO 2018

36



 

Figure no 2: Four lung cancer samples read in R, box plot depicts amount of standard deviation 

and variance stabilized by RMA normalization. 

c.� Machine Learning Analysis: 

From ‘sklearn.svm’ python module penalty parameter C of the error term was set true (C=1.0), 

size of the kernel cache was 200 MB (cache_size=200), all classes are supposed to have weight 

one. The ‘balanced’ mode uses the values to automatically adjust weights inversely proportional 

to class frequencies in the input data (class_weight=None), coef0 is an independent term in kernel 

function and is only significant in ‘poly’ and ‘sigmoid’ (coef0=0.0), decision_function_shape 

returns a one-vs-rest (‘ovr’) decision function of shape (n_samples, n_classes) as all other 
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classifiers, or the original one-vs-one (‘ovo’) decision function of ‘libsvm’ which has shape 

(n_samples, n_classes * (n_classes - 1) / 2) (decision_function_shape=None), degree of the 

polynomial kernel function was set to 3 (degree=3), kernel coefficient for ‘rbf’, ‘poly’ and 

‘sigmoid’. The kernel type used is ‘rbf’ with maximum iterations of -1 (max_iter=-1), the 

probability estimates were enabled prior to calling fit (probability=True), random_state is the 

random number generator, in this case random number generator is the ‘RandomState’ instance 

used by ‘np.random’ (random_state=None), shrinking heuristic was set to true (shrinking=True), 

tolerance for stopping criterion was set to 0.001 (tol=0.001), verbose output was disabled 

(verbose=False), which takes advantage of a per-process runtime setting in ‘libsvm’ [5]. 

Classification is done using SVM. These are other set of supervised learning methods useful with 

high dimensional spaces where dimensions are greater than number of samples [6]. SVM is a 

memory efficient algorithm and uses subset of training points in the decision function [6]. Initially 

a training set of 103 cancer samples was trained to perform predictions on query data.  

d.� Setting up a Server Space and developing a Graphical User Interface (GUI): 

GUI was developed by importing module ‘Tkinter’. A 200x100 dimension frame was made 

for uploading files from the user. Server was developed with Python using ‘BaseHTTPServer’ 

module, other classes like ‘re’, ‘os’, ‘Classifier’, ‘Constants’, ‘normalize’ were declared in main 

class ‘MyHandler’. Three main methods are declared, def ‘do_GET(self)’ responding to a GET 

request, def ‘do_POST(self)’ calls normalization and classifier function and def ‘predict_data(self, 

test_data)’ responds to a GET request. Def ‘get_html_response_after_prediction(self, result, 

fileName)’ method writes the results on HTML page after predictions have been made. 

‘BaseHTTPServer’ module creates and listens at the HTTP socket, ‘Re’ module accepts regular 

expression, ‘Os’ module allows to interface with operating system. Class ‘constants’ defines 
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HOST_NAME = '10.241.213.126', PORT_NUMBER = 9000 and paths for trained data. Based on 

the user specifications, we chose to write this suite in Python CGI and based on a MySQL database. 

It enables the set-up of single or a multi-users access controls. A Linux server hosts the application 

and database. It has been developed on a Mac OS X operating system using MySQL as the 

relational database management system and Python as the scripting language. The hardware 

requirements of suite on the server side are moderate. The server we utilized is GSU Orion with 

CentOS 6.7 64-bit, 6x IBM System x3850 x5, Intel Xeon Processor E7-4850, 4 CPUs (10 cores 

per CPU), 2.0 GHz processors, 512 GB RAM and 2 TB of scratch storage for jobs. The database 

has a column text-field table which is updated interactively with the user. Further, the uploading 

of information is standardized as certain parameters like date has to be inputted in specific format 

only which helps in retrieval process. Checking of data type (float, integer, text, Boolean) and 

dates is important before putting into database. Errors with dates or invalid parameters or wrong 

data type cause a halt of workflow. Bounds and ranges have also been considered and needs to be 

used according to the user instructions. 

e.� Security: 

We have implemented strong security measures for authentication of SQL server. Kerberos 

protocol uses a number of encrypted messages to authenticate SQL server and the passwords are 

not passed across the network. Authentication is more reliable and managing it can be reduced by 

leveraging active directory groups for role- based access to SQL server. The sysadmin (sa) account 

is vulnerable when it exits unchanged so we have disabled the sa account on the SQL server 

instance. We chose to give options of complex passwords for sa and all other SQL-server-specific 

logins on SQL server and checked in the ’Enforce password expiration’ and ’Enforce password 

policy’ options for sa. We haven’t allowed to explicit grant control server permission because 
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logins with this permission get full administrative privileges. For permissions to users, an built-in 

fixed server roles and database roles or creating own custom server roles and database roles can 

be achieved. Guest user exists in every user and system database, which is a potential security risk 

in a lock down environment because it allows database access to logins who don’t have associated 

users in the database. We have restricted this access and also accesses to user and system stored 

procedures. Furthermore, we have used common specific TCP ports (excluding 1433 and 1434) 

instead of dynamic ports. SQL server browser service is only running on SQL servers, and secure 

SQL server error logs and registry keys using NTFS permissions are utilized as they can provide 

great deal of information about the SQL server instance and installation. 

Results and Discussion: 

 An HTML page is created to provide options to the user for uploading data shown in Figure 

no 3. Once the user uploads a .CEL format file it calls functions in server, performs machine 

learning training and testing and uploads results on same HTML page as shown in Figure no 4. A 

sample lung cancer. CEL file (GSM159355) was uploaded by user as a query sample and the 

prediction analysis gave a prediction of 94.88 % accuracy of being a lung cancer type as shown in 

Figure no 4.   
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Figure no 3: HTML page provided for the user to upload the data.

Figure no 4: Prediction analysis gave a prediction of 94.88 % to be a lung cancer type. 

Conclusions: 

Expansion of training set is needed to improve prediction accuracies. Also increasing 

cancer types (breast, brain, liver etc.) can make this program usable for different groups. 

Enhancement of the current pipeline is needed in terms of incorporation of other machine learning 
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algorithms. The current pipeline is a skeleton for predicting unknown genes involved in different 

cancer types using machine learning tools. 
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Abstract
The chikingunya (CHIKV), zika (ZIKV) and mayaro (MAYV) viruses are etiological agents of emerging tropical diseases 
that represent a public health problem. Infection mechanisms occur through the Aedes aegypti vector where a series of viral 
proteins, such as Dengue virus E pro-tein (DENV), interact. Thus, the identification of surface proteins similar to this, allows 
a better understanding of the mechanisms of internalization in their respective vector; which in the future will facilitate the 
generation of new therapeutic agents.
The objective of the present work is to analyze, by in silico methods, DNA proteins similar to the DENV E protein, where the 
organisms of interest are CHIKV (E1), ZIKV (E) and MAYV (P130) and to propose interaction sites between its capside 
proteins and the CPB1 intestitial protein of the vector. Clustal Omega, I-TASSER, ClusPro online servers and the Protein 
Data Bank (PDB) database were used for this purpose. As well as the bioinformatic tools TMPRED and BLAST.
The binding sites, potential interacting amino acids, types of existing bindings and their type of environment were elucidated. 
This study allowed to determine an initial in silico antecedent, with which the same problem can be addressed, but with in 
vitro or in vivo studies.

Docking, Aedes aegypti, Dengue, Zika, Chikungunya, Mayaro, CPB1.
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Introduction

Diseases that are transmitted by vectors, especially 
mosquitoes, are among the main causes of morbidity and 
mortality in humans. Aedes aegypti and Aedes albo-pictus 
are vectors that can infect human viruses, generating (to 
name a few diseases) dengue hemorrhagic fever (DHF) 
and dengue shock syndrome (DSS), emerging diseases 
worldwide transmitted by insects that threaten a third of 
the human population. During the bite of the female 
mosquito the person infected by the virus usually contracts 
it, becoming a carrier, where after several physiological 
events it is internalized in its midgut. Finally, the virus 
colonizes the salivary glands of the vector where it can 
now infect another person after feeding on their blood. (1 
-3)
That said, it was thought that the internalization method 
should be shared among different viruses, so the following 
research question was posed: is there structural 
convergence between viral proteins whose vector is Aedes 
aegypti?
Over the years, bioinformatics has generated great 
theoretical contributions that have subsequently been 
tested both in vitro and in vivo. That is why it is currently 
considered an important antecedent for any biological 
research.
Our work reflects the possibility of interaction of the 
selected proteins with the protein carboxypeptidase 1 
(CPB1) in Aedes aegypti. CPB1 is located in the intestinal 
cells of the dipterid, which is experimentally defined as 
participating in the internalization of DENV, where the E 
protein of this pathogen is anchored to domain II of it. (1).
This work postulates molecular interactions between 
proteins that are structurally similar to the E protein of 
DENV, so, we believe that its mechanism of 
internalization can be carried out by the same receptor 
protein in Aedes, we speak of CPB1.

Proteins of pathogens such as DENV and ZIKV 
(Flavovirus), CHIKV and MAYV (Togavirus) were 
evaluated. Where the inclusion criteria were: to be 
superficial, structurally conserved domains and sequential 
homology with the E protein of DENV.

Methodology

Homology of sequences by the algorithm of close 
neighbors.

Initially, the possibilities of analyzing and structurally 
comparing proteins from different viral organisms were 
considered, with the purpose of identifying if in addition 
to "homology" there was functional similarity. (4)
However, the point of convergence selected for the 

analysis of the mentioned viral proteins was the fact of 
owning the same vector (Aedes aegypty). It is known that 
these viruses use the aforementioned dipterous as a 
transport, for which reason they considered the possibility 
that they use similar internalization mechanisms.

Once the organisms of interest were defined, they were 
analyzed using the technique of "homology of sequences 
by algorithms of close neighbors". The product obtained 
was a phylogenetic tree. Which is composed of nodes and 
branches; These nodes can represent either an individual, 
a species, or a higher grouping and are therefore widely 
termed taxonomical units. In this case, the terminal nodes 
represent the species of analysis and are the operational 
taxonomic units (Otus). The ordering of the nodes 
determines the topology of the tree and describes how the 
lineages have diverged in the course of evolution. The 
branches of the tree represent the amount of evolutionary 
divergence between two nodes in the tree and can be based 
on different measurements. 
A tree is completely specified by its topology and the set 
of all the lengths of the edges. (6)

Sequential analysis of the proteins of interest with 
Clustal Omega.

Once the proteins of interest for each of the organisms 
were identified, the similarity of their sequences was 
analyzed. This was done through the "Clustal Omega" 
server (http://www.ebi.ac.uk/Tools/msa/clustalo/).
When the homologies were obtained respectively for each 
protein, the next step was to individually analyze different 
characteristics such as the existence of transmembrane 
domains, using the TMPRED tool (http://embnet.vital-
it.ch/software/TMPRED_form.html) .
A BLAST of the E1 protein of DENV was made in the 
PDB and NCBI database obtaining no crystallizable 
version. Therefore, we proceeded to use bioinformatics 
tools such as the I-TASSER server 
(http://zhanglab.ccmb.med.umich.edu/I-TASSER/) which 
allowed us to make a structural prediction of the 
mentioned protein.

Molecular docking and search for interacting 
sites.

Once the generated model was obtained and selected, we 
performed a molecular Docking using the Clus-Pro server 
(https://cluspro.bu.edu/home.php). At the end of this 
process we observe and analyze the molecular couplings, 
selecting the models generated with structurally more 
stable scores (Balanced, Electrostatic, Hydrophobic and 
VdW + Elec).
Following the process, the software Swiss-PDBViewer v. 
4.1.0 in each one of the proteins of interest were 
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introduced, in order to observe their supposed interacting 
sites.

Table 1 Location of viral proteins. It shows the IDs in 
different databases respectively for each protein of 
interest. "None" refers that there is no crystallographic 
structure of the protein, for which models were generated 
by homology.

Results

Homology of sequences by the algorithm of close 
neighbors.

The diagram shows the relationship between the capsid 
protein sequences of some viruses, where the grouping of 
the proteins coming from different serotypes of DENV is 
clearly observed, immediately to this it bifurcates having 
on the one hand ZIKV with a value of 0.429 of its most 
immediate node and the CHIKV and MAYV proteins that 
are part of another branch with a distance of 0.064 and 
0.495, respectively. Figure 1.

Figure 1 Phylogenetic tree of viral structural proteins. In 
blue refers phylogenetic distance between the sequences
of the proteins to be studied and in red the percentage of 
times that the calculation generated this same results. 

Sequential analysis of the proteins of interest with 
Clustal Omega.

The server was used introducing the sequence of each of 
the proteins of interest, being the E1 proteins of CHIKV, 
p130 of MAYV (Togaviridae family), E of DENV and 
ZIKV (Family Flavoviridae). With what was obtained the 

following table shows the percentage of homology among 
all these. Figure. 2

1 2 3 4 5 6 7
1.DENV1 100

2.DENV2 72.04 100

3.DENV3 79.17 66.67 100

4.DENV4 69.06 69.33 65.48 100

5.MAYV 17.15 17.52 17.95 18.61 100

6.ZIKV 57.75 54.50 -nan 56.25 17.65 100

7.CHIV 16.58 17.60 -nan 18.93 60.32 -nan 100

Figure 2 Homologous-sequential analysis of the proteins 
of interest. Alignments of biologically significant multiple 
sequences of amino acid sequence were produced. 
Evolutionary relationships are seen in percentage.

Molecular docking and search for interacting 
sites.
Complementing the results, we used the TMPRED server 
(http://www.ch.embnet.org/software/TMPRED_form.ht
ml), with the idea of splicing the possible transmembrane 
sites with the interacting assumptions obtained from the 
previous study. Figure 3
Obtaining significantly positive sites in the first 25 aa 
(being able to be a signal peptide), as well as approximate 
amino acids at 150, 225, 320 and 400. And sites 
statistically less significant at 150-200 and 350.

Figure 3. Possible transmembrane sites of CPB1. The 
algorithm is based on statistical base analysis, a database 
of natural transmembrane proteins. The prediction is made 
using hydrophobicity matrices.

We used standard E protein in DENV, which Hong-Wai 
T. and Vinod R.M.T in 2014 reported their interacting 
amino acids with CPB1 protein in Aedes aegypti. We 
managed to reproduce these same results in our work, 
apart from the fact that in parallel we obtained new ones 
with the different proteins mentioned. The joining 
energies being the following: DENV (-203.3), MAYV (-
157.3), ZIKV (-210.4) and CHIKV (-247.0).

The results of homology of sequences by means of the 
algorithm of close neighbors revealed the similarity 
between the analyzed proteins, existing between each one 
of the sequences "possible common ancestors", which 

Organism Protein ID / Location

DENV E None / I-TASSER

MAYV P130 Q8QZ72 / UniProt

CHIKV E1 3N42 / PDB

ZIKV E None / I-TASSER

Aedes a. CPB1 None / I-TASSER
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explains the possibility of having similar functions, such 
as the inter-nalization to the Aedes enterocyte in the same 
way, that is, through CPB1.
We were able to reproduce the previously published 
results on the interaction between the E protein of DENV 
and CPB1 in Aedes, which confirms the good 
manipulation of the bioinformatic data.

Figure 4 Molecular docking of viral proteins vs CPB1 of 
Aedes aegypti. In green CPB1 is shown and in blue the 
respective proteins of the different viruses.

Viral 

Protein
aa CPB1 aa Viral Protein

E

(DENV)
ARG, 

PHE

89, 

90

THR, 

ASN, 

THR

66,67,6

8

GLU 43 LYS 122

VAL, 

LEU

91, 

65
VAL 251

P130 

(MAYV)

GLU, 
ARG 35,42 LYS 1060

ASN 39 SER 1055

SER 244 TYR 1194

E1

(CHIKV)

GLN 89 ARG 2162

GLU 87 PHE 2436

GLN 85
ARG, 

VAL

2894, 

2890

E

(ZIKV)

HIS 21 --- ---

TYR 225 GLN 465

Table 2 Proposal of interacting amino acids.  List of 
interacting aa in CPB1 and in the viral proteins evaluated.

Discussion.

We analyzed the interacting sites of CPB1 with the 
different proteins, obtaining that between the E protein of 
DENV and the E1 protein of CHIKV there are very similar 
couplings, as well as the p130 protein of MAYV and the 
E protein in ZIKV.
Therefore, the importance of the prediction of 
transmembrane helices of CPB1, which demonstrates the 
possibility of multiple binding sites is noteworthy. In 
addition, the existing interactions between the viral 
proteins and CPB1 conserve in all cases hydrophobic and 
polar characters, which are indispensable in the stability 
and viability of the proposed models.

Conclusions

The E protein in DENV is coupled to CPB1 in a similar 
way in terms of interaction type compared to the other 
protein models reported here. However, the binding sites 
were not homogenous, suggesting multiple binding sites 
in CPB1. The next step will be to evaluate the dimeric or 
trimeric conformations (depending on the case) of the 
different viral proteins, with the idea of simulating in a 
more realistic way the existing interactions in nature.
The binding sites reported here may be used in the future 
for the development of CPB1 blockers, thus avoiding the 
excessive propagation of said viruses, and in turn 
improving public health strategies.
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In silico methods provide several advantages for the 
resolution of biological problems, because through them it 
is possible to observe molecurlarly a macrophenomeno, in 
addition to reducing costs (with the use of free servers and 
academic sofwares) and time in basic science.
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1 Introduction 

Balance control is one of the main tasks of human walking, which is a complex coor-

dinated movement of whole body [1]. Sensory functions related to balance control 

includes somatosensory (proprioception), vestibular, and visual system [2]. The head, 

containing two of these (vestibular and visual system), needs to be stabilized in space 

to provide a steady internal reference [3,4]. Vestibular system plays an important role 

in balance control by providing rotational speed and linear acceleration to the central 

nervous system [2,5]. In normal walking, the head is stabilized in translation and rota-

tion to provide a stable reference for vision [4-1]. Vestibulo-ocular reflex enhances 

visual performance by providing stable focus on the retina, and rotational speed is the 

main information for the reflex [5].  

 Stabilization of the head was shown to be provided by attenuation (pelvis to head) 

of acceleration in the upper body, transmitted from the lower limbs [3,6,7]. Though, 

the stabilization of head includes both the rotational speed and linear acceleration, the 

attenuation has not investigated for the rotational speed. Age-related decline in bal-

ance control may be related to the head stabilization [4]. Therefore, this study aims to 

investigate the pelvis to head attenuation of upper body rotation in young and elderly 

subjects, so as to elucidate the aging effects.  

2 Method 

Fifteen young and fifteen elderly men participated in this study. Inclusion criteria 

were no occurrence of brain disease or orthopedic injury in recent one year. 

Three-axis wireless gyroscopes (Triago, Delsys, Natick, MA) were attached on four 

back bony surfaces of body: on the head (occipital bone), the shoulder (C7), the thor-

ax (T10) and the pelvis (sacrum). Subjects were requested to walk on a level surface 
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(Distance: 8m / width: 1.5m) at their own comfortable walking speeds. Two trials of 

walking were measured and analyzed.  

3 Result 

 

Fig. 1. Age-group comparisons of rotation speed concurrent with post-hoc pairwise compari-

sons of age-position interactions. (**: p<0.01, ***: p<0.001) 

Two-way ANOVA showed interaction of two factors (age and sensor location) on the 

dependent variable (RMS angular velocity) in yaw direction (p < 0.01). Post-hoc 

pairwise comparison results are shown in Fig. 1. In the yaw direction, the pelvis and 

thorax angular velocity was greater in the young (p < 0.01). Thorax to shoulder atten-

uation of angular velocity was significant in the young but not in the elderly. As a 

result, the shoulder and head angular velocity was greater in the old (p < 0.01). 

4 Discussion 

The smaller rotation speed at the pelvis and thorax of elderly subjects (compared to 

the young; Fig. 1) may be related to reduced walking speed. The elderly showed re-

duced attenuation of thorax to shoulder attenuation, which resulted in greater rotation 

speed at the head (Fig. 1). The decline of upper boy attenuation in the elderly may 

suggest altered coordination strategy in axial rotations [8, 9] and/or reduced flexibility 

of upper body.  
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Abstract: In this work we present a novel potentiometric cells printed directly on a commercial 

dressing patch. These cells can be used for measuring of the environment pH, an important indicator 

in the wound healing process. Fabrication of sensing and reference electrodes employing printing 

pastes is described and wireless reading of the sensor is presented that does not require energy supply

beyond read-out smartphone device. Presented sensor exhibits linear response in pH range 5.5-7.9

with potential slope -16.7 mV∙pH-1.

Keywords: printed electronics · potentiometric sensors · textronic sensors · wound

healing · dressing · smart bandage

1. Introduction

Wound treatment is a part of routine processes in modern healthcare, concerning both posttraumatic 

damage and surgical tissue incisions. Although majority of these injuries heal properly, incidental 

transition to chronic, non-healing wound due to infections and other factors causes increased patient 

mortality and also a drastic rise of treatment costs [1]. In the United States, chronic wound treatment 

costs 25 billion dollars [2] while in Europe 25-40% of hospital beds are being occupied by patients 

with wounds [1]. Thus, continuous monitoring of the wound condition is required to minimize 

patients suffering and lower the socioeconomic costs. Ideally, the wound status should be assessed 

without removing of the dressing – to prevent contamination and in real time – to start appropriate 

treatment, when infection symptoms arise.

One of the well documented indicators of the infection is pH of the wound [3], which may vary from 

5.5 to 8.5 [4]. In this work potentiometric measurement was chosen since previously achieved results 

with printed pH sensors suggested that this approach may be more advantageous in terms of 

fabrication simplicity [5,6], measurements range [7] and flexibility.
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2. Experimental

2.1. Fabrication of sensors

Using commercially available adhesive dressing patch was employed as a substrate for screen 

printing of the potentiometric sensors. Pastes used for printing were described previously by the 

authors [8]. Briefly, 8 wt% solution of poly(methyl methacrylate) (PMMA) in diethylene glycol 

butyl ether acetate was used as pastes’ carrier. As a functional phase, 5 wt% of graphene 

nanoplatelets (GNP) (thickness 5nm, diameter 25μm) and 60 wt% of ruthenium (IV) dioxide 

submicron powder was used for working electrodes, while 85 wt% silver microflakes (diameter 2-4

μm) were used as a filler for electrical connections and reference electrodes. UV-curable 5018G 

paste purchased from DuPont (USA) was used for insulating layers.

First, insulating layer was screen printed to prevent short circuit of electrodes and cured for 10 min. 

under UV lamp. Next, silver contacts for electrodes were printed and cured in 120°C for 30 min. On 

the contacts, RuO2/GNP paste was deposited and cured in 120° for 30 min. to yield sensing 

electrodes. On this structure, another insulating layer was printed as previously, leaving only 

working and reference electrodes uninsulated. As the last step, 0,25M FeCl3, 0,2M HCl solution was 

drop-casted on the reference electrode area to form Ag/AgCl layer. Schematic structure and 

photograph of the fabricated sensor are shown in Fig. 1.

Fig. 1. Left: schematic of the pH sensor; right: example of the fabricated sensor on a dressing patch.

Fig. 2. NFC read-out device and sensor connected to the smartphone application for pH 

measurement.
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2.2. Wireless connection device

The described readout system for pH printed electrodes was designed in a form of a small PCB 

containing complete electronic circuit of the NFC tag. The high miniaturization level was possible 

due to the utilization of the NT3H2211 (NTAG) integrated circuit from NXP. It combines the full 

functionality of the NFC passive tag, memory accessible via I2C interface and requires the minimum 

number of external passive components for proper operation. The printed board contains the

ATMega88V 8-bit microcontroller from the AVR family (Microchip, formerly Atmel), performing 

the measurements cycles using its built-in 10-bit ADC. The microcontroller and remaining 

components of the system are supplied from the energy harvesting circuitry of the NTAG, so the

whole sensor set-up does not require any internal energy source.

3. Results

On the fabricated sensor were drop-casted 1 M phosphate buffer solution (PSB) with pH ranging 

from 5.7 to 7.9. Potentials were registered using smartphone application 5 min. after casting of the 

solution. Obtained results are shown in Fig. 3. Slope calculated from linear regression was

- 16.7 mV∙pH-1, which is significantly below Nernstian response. It may be ascribed to partial 

swelling of the dressing material despite the insulation. Thus, previously swelled analyte solutions 

might affect sensor indications for subsequent samples. This problem, however, should not play 

major role in wound monitoring, since wound pH changes in longer time periods.

Fig. 3. Calibration curve of the pH sensor printed on a wound dressing patch, measurements carried 

out in PBS solution using NFC read-out application.

4. Conclusions

Flexible potentiometric  pH sensor printed on a regular wound dressing patch was calibrated using 

wireless communication device and a smartphone application. Range of pH measured with described 

setup corresponds to the pH of properly as well as infected wounds. Thus, onset for development of 

feasible, fully functional tool for monitoring of wound healing process is confirmed, which can 

contribute to more effective and cheaper treatment of injured patients.
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Abstract.  

Graphene nanoplatelets are the carbonaceous material with unique properties, 

very often used in electronics, but recently more often used in medical applica-

tions. Graphene, as a variety of carbon, potentially harmless to humans, can be 

used in tissue and cellular engineering, in drug delivery or as an anti-bacterial 

material. 

On the other hand, the ideal layer - coverage for bioapplications such as implan-

tology should include the ability to block bacterial biofilm and ability to simulate 

tissue integration, good mechanical strength, biocompatibility and antibacterial 

properties [1]. Gallo et al. claim that there are no such layers and still is a real 

need to find material which although in part fulfills such requirements. In our 

work, we took the challenge and decided to prove that our graphene layers could 

be the perfect material for biological applications. 

1 CYTOCOMPATIBLE MATERIALS – INKS 

The first task was to formulate cytocomaptible graphene inks for printed electronics 

techniques, with functional phase in a form of graphene nanoplatelets, which are pre-

sented in Figure 1. 

Fig. 1. SEM image of graphene nanoplatelets 
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It was very difficult because such bioinks must meet requirements from two completely 

different science fields: both engineering and biological. The ink cannot be toxic to the 

cells, the required condition is the biocompatibility. However, it is equally important 

that the ink has to be easily printable. Therefore, it must meet the rheological require-

ments such as suitable viscosity and surface tension [2]. 

 

We succeeded in producing inks that not only were cytocompatible and printable but 

also supported stem cell proliferation.. [3] The viability of stem cells is shown in  

Figure 2. 

 

 

Fig. 2. Cytotoxicity of GNP coatings [3]. 

2 PRINTING METHODS OF LAYERS 

Printed electronics techniques such as ink-jet printing ad spray coating, shown sche-

matically in the Figure 3 and Figure 4 are economically efficient way of producing 

homogenous layers and coatings with a good adhesion and different thicknesses. 

 

 

GNP ink Without GNP 
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Fig. 3. Scheme of ink-jet printing technique [4]. 

 

Fig. 4. Scheme of spray coating technique [www.kondex.com] 

 

The advantages of these techniques include: cleanliness and simplicity of the pro-

cess, high resolution and possibility of printing on different types of materials, includ-

ing flexible substrates with various shapes (non planar). Our coatings were printed on 

various substrates including silicon substrates or Foley Catheters and characterized by 

very good mechanical properties [5], [6]. 

 

3 PREVENTING BIOFILM FORMATION 

Biofilms play a huge role in a wide variety of microbial infections and therefore remain 

a significant source of morbidity and mortality in the world’s population. Nowadays It 

is a challenge in founding a new, effective way of preventing biofilm formation. There-

fore we have tested our graphene layers also for ability of effective blocking the bacte-

rial biofilm [6]. SEM images of GNP layers coatings after incubation with S. epider-

midis are shown on Figure 5. 
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Fig. 5. SEM images of GNP coatings after cell culture [6]  

 

The findings indicate the ability of graphene layers to prevent the formation of bio-

film [5], [6]. 

 

Concluded, we are able to produce graphene layers that simultaneously meet require-

ments related to: cytocompatibility, biodegradability, the ability to stimulate tissue in-

tegration, the ability to block bacterial biofilm. Moreover these layers characterized by 

good conductivity, excellent mechanical strength and adhesion.. In the future, they may 

find a number of applications in medicine in the manufacture of medical tools such 

catheters or in coatings on bone or vascular implants. 
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Abstract. Treating cancer with oncolytic viruses is one of the most remarkable 

emerging therapies against cancer, mostly because the improvement that it 

would suppose to the quality of patient’s life. However, there is some contro-

versial data about the interaction between this therapy and the immune system. 

In the following paper, a new insight about this interaction is proposed, using it 

as a mechanism of eliminating cancer cells. A cytotoxic T-CD8+ immune re-

sponse will be used for it, using this immune reaction against cells that are in-

fected by the viruses, producing a synergy in the treatment with the oncolytic 

activity of viruses. Computational modelling approaches are developed for test-

ing this hypothesis and stablishing the bases of this new field for improving the 

quality of oncolytic therapies, and cancer treatment in general. 

Keywords: Cancer, oncolytic, virus, cytotoxic, immunotherapy, computational 

modelling. 

1 Introduction 

Developing new therapies and treatments for cancer is one of the biggest research 

areas at this moment [1]. This is due to the high necessity of new treatment imple-

mentation and the use of less aggressive therapies than chemotherapy, which along 

radiotherapy and surgery when they are possible, constitutes the first choice treatment 

in the majority of cancer cases [2]. More concretely, there are two areas with the big-

gest development: targeted therapy, based on the molecular singularities the malig-

nant cells that are not presented on healthy cells, and immunotherapy, based on im-

mune system resources (or resources that interact, modulate or mimic it) used to at-

tack to the cancerous process [2]. 

In targeted therapy, one possibility oncolytic therapy, based on the use of genet-

ically modified viruses that infects cancerous cells without infecting normal cells. 

They also take advantage of common cancerous cells mutations for replicating them-

selves, thus, the absence of this mutations in healthy cells prevents viruses to replicate 

in them. Therefore, oncolytic therapy is based on tumor cells suppression due to the 

cytopathic effect of the viruses, while normal cells are barely affected [3]. 
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Nevertheless, there are some problematic aspects with the implementation of the 

therapy. One of the main controversial points is the virus-immune system interaction, 

because if it neutralizes the viruses, it would suppose the end of the treatment. How-

ever, not all the results of this interaction are negative. It has been demonstrated that 

immune system activation by the viruses can lead to a general activation state of the 

immune system, catalyzing the anti-tumor immune response [4, 5]. 

Also, the interaction with the viruses follow complex non-linear dynamics, related 

with other complex dynamics, so that’s why there are several works on computational 

modelling of oncolytic therapy. Nevertheless, in the majority of models, the interac-

tion with the immune system is not described [3]. 

In this paper, we aim to give a positive value to the virus-immune system interac-

tion. More concretely, it’s modelled what would happens if viruses with certain char-

acteristics that cause the immune system to attack the infected cells (the cancerous 

ones) are used, thus causing a decrease of the infected population by the cytopathic 

effect of the oncolytic virus, and by the induced cytotoxicity when the immune sys-

tem kills infected cells in attempting to eliminate the virus. 

For this interactions to occur, it’s necessary to have some conditions. For example, 

the virus must be CD8+ immunogenic predominantly, being this one the cytotoxic 

immune response. Also, the virus must be able to proliferate with the immune system, 

because if the virus gets neutralized in an early phase, timing could not be enough for 

the therapy to be effective. 

In conclusion, the strategy is innovative: a synergy between classic oncolytic ef-

fects and induced cytotoxic response effects is proposed. Ergo the viruses are used 

like a bait for the lymphocytes to execute the tumor cells, and the per se anti-tumor 

immunity would co-exist. 

2 Materials and procedures 

The first step was defining the dynamics that were going to be studied, and the fac-

tors that influence in them. 5 dynamics will be considered: healthy cells (x), cancerous 

cells (y), infected cells (z), immune system cells (w) and viruses (v). This dynamics 

must follow mathematical behavior according to existing validated models. 

Starting with the healthy cells (x), the dynamics will tend to equilibrium x0 that rep-

resents the total amount of cells in a healthy adult individual [6]. This population 

decrease by the low affinity infection that suffers from the viruses, going each infect-

ed cell to the infected cells dynamics. This behavior is given by equation 1 with the 

following parameters (table 1): 

 
dx

dt
= r · (x0 − x) − β · x · v (1) 
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Table 1. Parameters used on equation 1. 

Parameter Description Value 

x0 Healthy cells initial population 3.72·1013 (cells) 

r Growth rate, healthy cells 0.1 

β Infectivity rate, healthy cells 10-18 

v Viral population Dynamic (viruses) 

For the growth rate determination, the data provided in bibliography was used [7]. 

This data states that 50-70 billion cells are replaced diary, in a dynamic equilibrium 

state, but there should be taken into account that out of that equilibrium, cells reposi-

tion is bigger. 

The last member of the equation makes reference to the cells that get infected. A 

low infectivity rate is expected, given that this kind of cells hardly ever get infected 

by the viruses, due to the safety mechanisms explained before. 

The cancerous cells population (y) increase by cell division, and decrease by infec-

tion and apoptosis. The behavior of this population is given by equation 2 and its 

parameters (table 2). 

 
dy

dt
= r′ · y · (1 −

y

k
) − α · y − λ · y · v (2) 

Table 2. Parameters used on equation 2. 

Parameter Description Value 

y0 Cancerous cells initial population 108 (cells) 

r’ Growth rate, cancerous cells 0.5 

k Tumor carrying capacity 1011 (cells) 

α Apoptosis rate 10-2  

λ Infectivity rate, cancerous cells 1.8·10-13 

y0 is the number of cells in a recently diagnosed tumor with 1 gram mass [8]. The 

growth is logistic with the growth rate r’, following previous models [5]. k represents 

a 1 kg tumor mass, quantity that it’s not generally exceeded because of the patient 

dies, or the cancer suffers metastasis as a possible consequence of that carrying capac-

ity [9]. 

Furthermore, there are two decrease factors, α with a value according to previous 

models [5] and λ, analogous to β but applied to cancerous cells. The cells that suffer 

infection are preferably cancerous cells, so that, λ is much bigger than β. Each healthy 

cell infected correspond with the infection of 100 000 cancerous cells. 

On the other hand, there is the infected cells population (z), that increases by the 

infections, while decreases by the cytopathic effect of the virus, and by the cytotoxic 
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effect of the immune system. According to the previous considerations, equation 3 

should be considered, with parameters on table 3: 

 
dz

dt
= β · x · v + λ · y · v − φ · z − µ · w · z  (3) 

Table 3. Parameters used on equation 3. 

Parameter Description Value 

z0 Infected cells initial population 0 (cells) 

φ Viral cytopathic effect rate 0.04 

μ Immune cytotoxicity rate 0.1 

w Immune system population Dynamic (cells) 

The cytopathic effect depends on the viral vector that it’s used. In this case, a mod-

erate cytopathic virus is considered, according to previous models [3, 5]. 

Other dynamic to model is the immune system cells (w). A system of equations, de-

pending on the state of activation/inactivation of the immune system. The amount of 

viruses in the organism determines the use of one or the other equation. With the im-

mune system not being active, the population tends to be in an equilibrium state. If 

it’s active, it will suffer a clonal expansion (exponential growth) that is being coun-

tered in lesser way by apoptosis and cellular stress. There are equations 4 and 5, with 

parameters defined on table 4. 

 {

dw

dt
= δ · (w0 − w)         v < γ

dw

dt
= r′′ · w – o · w −

σ·z

w
        v > γ

 (4, 5) 

Table 4. Parameters used on equations 4 and 5. 

Parameter Description Value 

γ Activating threshold 108 (viruses) 

w0 Immune system cells initial population 10 (células SI) 

δ Growth rate, inactive immune system 0.15 

r’’ Growth rate, active immune system 0.4 

o Apoptosis rate 10-4 

σ Cellular stress rate 0.05 

The threshold is stablished taking into account the viral weights [10, 11] and the 

quantity of viruses in a vaccine [12, 13]. In a vaccine there are about 2·109 viruses, 

quantity in excess for triggering the activation of immune system. That’s why γ has to 

be smaller. w0 is small because of the high specificity of the T-cell receptors, that are 

unique, although there are some lymphocytes that can respond to the same antigen 

with different affinity. 
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Furthermore, there’s an apoptosis rate, that is similar to the one from normal popu-

lation [7], and there’s a cellular stress rate, meaning that the lymphocytes that suffer 

stress are no longer effective against their targets. Stress is inversely proportional to 

the quantity of effective lymphocytes, but directly proportional to the amount of in-

fected cells: the more infected cells per lymphocyte, the more stress. 

The last dynamic is the one corresponding to viruses, which population increase by 

self-replication them and decrease by the immune system action. Equation 6 states 

this behavior, with parameters on table 5. 

 
dv

dt
= v · r′′′ · (1 −

v

k′ ) − ω · w · v (5(6) 

Table 5. Parameters used on equation 6. 

Parameter Description Value 

v0 Viral initial population 1011 (viruses) 

r’’’ Growth rate, viral population 1 

k’ Viral population carrying capacity 1013 (viruses) 

ω Viruses elimination rate 5·10-4 

The viral initial population is high because we want a generalized infection, that will 

follow a logistic dynamic with parameters according to bibliography [10-13]. The 

viral population decrease by the elimination of viruses by the immune system. 

With the dynamics stablished, the model has been implemented using modeling and 

simulating software MATLAB, using the Euler simplified method for solving the 

differential equations. 

3 Results and discussion 

3.1 Model validation 

For determining whether the model is valid or not, simulation approaches are made, 

and the results are compared with other models on the bibliography. Due to the lack 

of experimental data about this hypothesis, validation is only made by comparison 

with other models that were already experimentally validated, and by evaluating the 

physiological compatibility of the results obtained.  

First of all, further understanding of the treatment of time measures is needed. It’s 

expressed as arbitrary units because there are parameters that have not been experi-

mentally determined yet, and they can change depending on the viral vector used, 

because of the interpersonal variability, etc. Changing this parameters proportionally 

would lead to having the same response to the treatment but in different amounts of 

time. Thereby, for not introducing subjective approaches about how much time would 

pass in the treatment response, arbitrary units are used, thus not decreasing the exter-

nal validity of the modelling. 
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Fig. 1. Healthy cells population over time (40 arbitrary units). 

Healthy cells population (Fig. 1) only suffers a slight decrease by the residual ef-

fect of infection by viral units. This effect is compensated by the return to equilibrium 

state after the therapy ends. Even so, more specific viral particles could be used char-

acterizing the antigens by RNAseq or targeting multiple antigens (double target-

ing/multiple targeting) [2]. 

More attention should be given to the affected healthy cells, because if they all be-

long to the same set of cells, the damage to that cellular pool could be greater (alt-

hough the number of cells affected is so low), constituting a significant damage. 

The behavior shown in this dynamic match with the current physiological 

knowledge, and with already validated models [3, 5, 14]. 
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Fig. 2. Cancerous cells population over time (20 arbitrary units) 

Cancerous cells population (Fig. 2) keeps growing in the presence of low amount 

of viruses (from time 0 to time 4 approximately). When the amount of viruses is big-

ger (time > 4), the cancerous cells population decrease.  

However, this model supposes that the target is present in all the malignant cells, 

which is not always correct due to the tumor heterogeneity and the mutation capacity. 

Highly conserved structures should be chosen as targets. In addition, three-

dimensional approaches are not considered into this model.  

Anyway, the tumor dynamics fits into the expected responses, and fits with previ-

ously experimentally validated models [3, 5, 15] 
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Fig. 3. Infected cells population over time (20 arbitrary units) 

Infected cells population dynamics (Fig. 3) follow a bell-shaped distribution: it 

starts from 0, increase to a maximum while there is more infection than cellular de-

cease, and returns to 0 again when there is more cellular decease than infection. This 

distribution is consequent with the rest of dynamics and with what would be expected 

in experimental validation. 

 

Fig. 4. Immune system effector cells over time (40 arbitrary units) 

When talking about T-CD8+ effector cells (Fig. 4), an increase in their amount can 

be observed from the first moment (t = 0). This is because γ threshold is exceeded, 

causing the activation of clonal multiplication routes in certain immune system cells. 
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When the amount of viral particles is reduced, the population tends to an equilib-

rium state by immunomodulation. Although immune system memory is not included 

in the modelling, it’s not important because re-inoculating the same viral particles is 

not pretended. 

A future remark for this model could be the integration of the delay on the shut-

down of proliferation after the number of viruses is lower than γ [16]. Also, probabil-

istic factors could be incorporated in parameters like σ, with a more accurate behavior 

as in reality: the more infected cells killed, the more probability of developing cellular 

stress. 

The distribution is consequent with previously validated models [3, 5, 14]. 

 

Fig. 5. Viral population over time (20 arbitrary units) 

The viral population (Fig. 5) also follows a bell-shaped distribution, increasing 

when the viral replication is higher than the elimination by the immune system and 

vice versa. 

A continuous growth in the population is modelled, which it does not have to be 

accurate with reality, because some viruses need to lyse the cells for being able to 

infect other cells, thus not contributing to the infective population. Figure 5 represents 

the concept of oncolytic therapy: a transient viremia with therapeutic purpose [17, 

18]. 
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3.2 Sensitivity analysis  

A sensitivity analysis is performed, and it leads to the demonstration that the pa-

rameters in this model can be classified into two groups: sensitive parameters that 

affect the prognosis, and non-sensitive parameters, or parameters that despite they are 

sensitive, they are not affecting prognosis, only affecting to isolated dynamics. Exam-

ples of parameters from the first group are λ and ω, while γ or φ are representative 

parameters of the second group. In the figures 6 and 7, we shown examples. 

 

Fig. 6. Sensitivity of λ, a sensitive parameter that modify prognosis. Red, λ=1.8·10-14; Green, 

λ=1.8·10-13; Blue, λ=1.8·10-12. 
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Fig. 7. Sensitivity of φ, a sensitive parameter that don’t modify prognosis. Red, φ=0.04; Green, 

φ=0.4; Blue, φ=4. 

φ don’t modify the prognosis at all because it’s a relevant parameter to know how 

infected cells die, but it does not modify the amount of cancerous cells, only affect on 

how fast the cells die. 

4 Conclusions 

The results deliver support to the initial hypothesis, and reveal that the use of onco-

lytic therapy for inducing immunological cellular cytotoxic response is a new possible 

field to explore. 

In short, the model is a good approach to the use of immune cytotoxic response by 

T-CD8+ lymphocytes as an instrument to improve the treatment, and the results define 

the basic guidelines to follow on this research area. The behavior of the computational 

model fits with other models results that have been experimentally validated. 

Parameters determining is an essential future step to establish the order of the tem-

poral magnitude, and the final characteristics in clinical practice. Also, there are some 

parameters that can be modified in experimental procedures for getting the desired 

prognosis. This is the versatility what constitutes a solid argument to continue investi-

gating this treatment as possible future therapy of cancer. 
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assessing ecotoxicity of aerosol samples 
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The ecological effect of airborne pollutants have been extensively studied using plants as 
bioindicator organisms. Wide range of endpoints have been used in bioindicator studies (reviewed by 
Grantz et al, 2003). However, in case of biomonitoring studies, neither exposure nor environmental 
concentration of pollutants can be known, therefore no exact cause-effect relationships can be 
established. 

Causality can more precisely be established in ecotoxicological tests, however, relatively few 
studies are available where ecotoxicological effect of air pollution have been assessed under 
controlled laboratory conditions (e.g. Daresta et al., 2015). Our goal was to evaluate the applicability 
of the No. 227 OECD GUIDELINE FOR THE TESTING OF CHEMICALS: Terrestrial Plant Test: 
Vegetative Vigour Test, to adapt it for assessing the ecotoxicity of water soluble compounds of 
aerosol samples and to carry out necessary refinements. The test assesses the potential effects of 
potentially toxic samples on higher plants by spraying the test substance on the leaves and above-
ground portions of plants. In the series of our studies, composite winter aerosol samples were used. 
PM10 aerosol samples were collected in Budapest (Hungary), at the main observatory of the
Hungarian Meteorological Service between 25.12.2014 and 06.01.2015. 

In our first study (Kováts et al., 2017), Cucumis sativus L. was used as test plant. Plants were 
grown in commercial soil, in green house following the environmental condition prescribed by the 
Guideline. The protocol recommends only one treatment, at the beginning of the exposure, in our test 
a second and third test group was set which received a repeated spraying. The following layout was 
followed: Test group 1 (TG1): Treatment: Day0; Test group 2 (TG2): Treatment: Day0, Day8; Test 
group 3 (TG3): Treatment: Day0, Day8, Day15. The test was terminated on Day22. Fresh weight, 
shoot length were measured and foliar necrosis were recorded. 

No necrosis was experienced in the control and in TG1, the average damage value was
3.56±0.429 in TG2 and 5.83±0.804 in TG3, showing a slight concentration/dose-dependent 
relationship. Significant differences of the shoot length were found between the tested plant groups 
(Kruskal-Wallis ANOVA H=10.97, df=3; P=0.01). No significant differences were found regarding 
the dry weights of tested groups (Kruskal-Wallis ANOVA H=4.31; df=3, P=0.23). Based on the 
results, appearance of visual symptoms such as necrosis proved to be a more sensitive end-point than 
growth inhibition.  

In our second study the sensitivity of additional end-points were investigated, such as 
chlorophyll a and b, carotenoids and peroxidase (POD) activity, in comparison to the original, perhaps 
more robust ones. The ecotoxicity of aqueous extract of urban PM10 aerosol samples was assessed 
using Lycopersicon esculentum Mill. plants. Layout was the same as in the previous study.  

Different end-points showed different concentration-effect patterns. Considering growth 
inhibition, shoot length and biomass showed different sensitivity: no statistically significant inhibition 
in case of shoot length, while the extract elucidated significant biomass reduction in TG2 (TG1 and 
control ANOVA F=2.733, p=0.08; TG2 and control ANOVA F=3.957, p=0.0348,  Tukey HSD:
Control -TG2: p=0.029).). Considering photosynthetic pigments, the concentration-effect 
relationship observed was a typical ‘stimulative effect at low concentration, inhibition at higher 
concentration’ pattern. This is a typical stressor-response pattern occurring when the sample contains 
nutrients which might mask the toxic effect at low concentrations. 
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Peroxidase activity (POD) proved to be the most sensitive end-point. POD activity shows a 
similar concentration-effect relationship as biomass: while no statistically significant effect can be 
established for TG1, TG2 shows significant response (ANOVA: F=14.27, p=0.005, Tukey HSD:
Control - TG2: p=0.004).

Analytical measurements revealed the presence of micronutrients (most possibly being 
responsible for the stimulative effect). Experienced ecotoxic effect might be related to the presence 
of polyaromatic hydrocarbons (total PAH content was 1.5 μg/l) and toxic heavy metal such as Al
(145 μg/l) or Pb (31.9 μg/l).  

Based on these studies, we can conclude that (1) The Guideline has proven applicable for 
assessing ecotoxicity of aerosol samples or airborne contaminants; (2) in order to mimic real-world 
exposure, repeated treatments are necessary and (3) the original protocol needs to be modified, 
including more sensitive end-points such as stress enzyme activitiy. As peroxidase activity is a 
relatively cost-effective end-point, it should be definitely included in the future applications of the 
Guideline, especially when deleterious effects of air pollution on plants is to be assessed.  
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Abstract. Multi-voxel pattern analysis (MVPA) has been successfully applied 
to neuroimaging data due to its larger sensitivity compared with univariate tra-
ditional techniques. Whereas in clinical applications yielding the highest accu-
racy as possible is the main aim, in the neuroscientist context it is of great im-
portance to explore how information is distributed in the brain during a certain 
cognitive process. For this reason, it is necessary to select an approach that 
leads to a good classification performance and provides information about the 
brain regions that guides the decision of the classifier. Searchlight analysis is 
one of the most appealing techniques because it addresses both the localization 
goal and the coactivation of adjacent voxels in functional Magnetic Resonance 
Imaging (fMRI) studies. However, the locally multivariate nature of Searchlight 
can lead to limitations identifying informative regions. An alternative is to em-
ploy a Multiple Kernel Learning (MKL) algorithm, which uses a classifier for 
each previously-defined brain region and combines them to build a global deci-
sion function. In this work, we compared the performance of both methods and 
evaluate their suitability to infer the functional role of brain regions.  

Keywords: Searchlight, Multiple Kernel Learning, fMRI, MVPA 

1 Introduction 

In the last few years, the use of multivariate techniques to neuroimaging data has 
increased considerably. The study of the patterns distribution instead of the mean 
activation itself in a certain brain region provides a larger sensitivity than the univari-
ate techniques based on the General Linear Model (GLM, [1]). However, it is neces-
sary to adapt the methods available in machine learning to the requirements of the 
neuroscientist context: the main purpose is not just to find if two brain patterns are 
different but the location of these differences. In the present work, we used two ap-
proaches (e.g., a Searchlight [2] and a Multiple Kernel Learning) in order to evaluate 
their ability to find specific regions that allow specific inference. 
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2 Database 

The fMRI dataset contained data from 24 subjects while performing a task. The task 
contained two events in each trial: a word (positive, negative or neutral in valence) 
and second two numbers, to which participants had to respond, during 8 runs. To test 
the reliability of the different approaches, we focused on the comparison between the 
positive vs. negative valence of the words, that were equated in number of letters, 
frequency of use and arousal. 

3 Methods 

3.1 Searchlight 

We employed a searchlight analysis across the whole brain. We used The Decoding 
Toolbox (TDT, [3]) to create spherical regions with a radius of 12 mm. This sphere is 
moved across the whole brain, performing a classification in each position using the 
voxels inside the sphere. The resulting accuracy is assigned to its central voxel, ob-
taining an accuracies map. In each position, the classification was performed using 
binary SVM, with a leave-one-run-out cross-validation used to compute model per-
formance, assessed in terms of balanced accuracies.  
 

3.2 Multiple Kernel Learning 

In case of MKL, all modelling steps were performed based on PRoNTo software [4], 
which relies on an adaptation of the “simpleMKL” version presented in [5]. The brain 
is divided using functional brain regions defined in [6]. Each region corresponds to a 
different decision function (e.g. SVM classifier), which are assembled to build a glob-
al model. The contribution of each region to the final classification results in a 
weights map showing how informative a region is.  

3.3  Statistical method 

We used a non-parametric approach based on permutation testing to assess the statis-
tical significance [7]. For each subject, a searchlight analysis was performed after 
shuffling the labels of the two classes, obtaining a null accuracy map. We carried out 
this step 100 times for each subject, yielding 100 permuted accuracy maps. Next, we 
randomly picked one map for each participant following a Monte-Carlo resampling 
(with replacement), averaging them to obtain a group permuted map. We then repea-
ted this procedure 50000 times, building a empirical chance distribution for each 
voxel. The resulting maps were FWE-corrected (p<0.05) for multiple comparisons at 
a cluster level. All voxels from maps obtained with the real labels that surpass this 
threshold significance was marked as significant. For MKL, the procedure was essen-
tially the same but using the weights maps instead of the accuracy maps.  

EXTENDED ABSTRACTS IWBBIO 2018

76



3 

4 Results 

There is a number of regions where both approaches were able to identify the differ-
ences between the two classes. Figure 1 shows the overlapping between these regions, 
but a large difference between the two methods as well. Figure 2 summarizes the 
voxels distribution in the overlapped regions, finding larger differences in the Sup-
plementary Motor Area (SMA) and the Superior Frontal Gyrus (SFG). MKL leads to 
a sparse solution due to the L1-regularization on the weights of each brain region. 
Besides, regions defined by the atlas are larger than the spheres in the searchlight. It is 
possible that part of these anatomical regions contain information, but in case the 
region as a whole is not informative, the MKL will be labelled as a zero-contribution 
region. Searchlight may find subdivisions in these regions since it does not rely on 
any assumption regarding the distribution of the brain.  
 

 
Fig. 1. Significant regions obtained by the Searchlight and the MKL approaches. The lower 
sensitivity of the MKL is mainly due to the sparse solution that the L1-regularization leads to.  
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Fig. 2. Voxels distribution in the most informative regions. Differences between the Searchlight 
and the MKL are larger in the SMA and the SFG, obtaining similar results in the Postcentral 
and Precentral Gyrus. 

 

5 Conclusion 

In this work, we compared searchlight and MKL methods to evaluate the spatial dis-
tribution of brain activity patterns in an fMRI study. Searchlight shows a larger sensi-
tivity:  since it does not rely on any assumption regarding the distribution of the brain, 
it can find information in subdivisions of the atlas regions that the MKL consider. 
Future research should evaluate the MKL approach into an atlas that matches better 
the functional organization of the brain, i.e. building an atlas from functional data of 
each subject. Additionally, a different regularization that does not enforce sparsity as 
L1-normalization does may result in results more similar to those obtained by search-
light.  
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1 INTRODUCTION 

5-aminosalycilic acid (5-ASA) is an anti-inflammatory drug widely used in the treat-

ment of different diseases, as Crohn’s diseases, chronic bowel ulcerative colitis and 
proctitis [1]. For the treatment of the Crohn’s disease and chronic bowel ulcerative 
colitis disease is administered orally [2] and the 5-ASA is rapidly absorbed in the 
stomach and in the small intestine. However, the drug adsorption at the level of the 
large intestine and the colon is very important for the treatment of these diseases [3]. 
Therefore, it may be neccesary the use of excipients to achieve colon targeted drug 
delivery systems of the 5-ASA drug. For it, kaolinite and halloysite nanotubes was 
proposed as a good candidates. Halloysite (Al2Si2O5(OH)4 nH2O) is a multilayer 
nanotubular clay mineral resulting from the wrapping of 1:1 layers of kaolinite with 
500-1000 nm in length and 15-100 nm in inner diameter [4]. Kaolinite and halloysite 
nanotubes are common excipients in pharmaceutical products and can modify drug 
bioavailability, due to their ubiquity, low-cost, high surface with activity and biologi-

cal safety. In addition, they can retain organic molecules and, after administration, 
release the retained bioactive compounds under controlled conditions [5]. To date 
several experimental studies have been carried out to study the interaction between 5-

ASA and halloysite nanotubes [6-7]. After the experimental studies, it was necessary 
to carry out theoretical studies that explain the interatomic interactions that occur in 
the processes of 5-ASA adsorption on the kaolinite and inside the halloysite nanotube, 
when the 5-ASA is adsorbed inside of the halloysite nanotube [3].

Therefore, the aim of this work was to perform molecular modeling studies by 

methods based on atomistic force fields for molecular modeling and quantum me-
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chanics calculations to predict the interaction between the drug 5-ASA and the kaolin-

ite and halloysite nanotube excipients, being able to explain the use of these excipi-

ents as colon targeted drug delivery systems. 

 

2 METHODOLOGY AND MODELS 

Two conformer of the molecular structure of 5-ASA molecular structures were con-

sidered as neutral forms. The crystal structure of kaolinite was obtained from the ex-

perimental neutron powder diffraction and rietveld refinement [9]. The halloysite 

structure was generated from the atomic coordinates of a slide of a halloysite from a 

previous work [10]. Periodic boundary conditions were applied to create crystal struc-

tures of kaolinite and a cylinder halloysite with an internal diameter of 27 Å ,which 

formation procedure was explained previously elsewhere [10]. Although the internal 

diameter of a natural halloysite nanotube is around 15-50 nm, our model can be con-

sidered  a good scenario to reproduce the interactions at molecular level of the adsorp-

tion process.  

In the kaolinite, a 3x2x1 supercell was generated, composed of 156 atoms distrib-

uted within the composition Al24Si24O60(OH)48. While, in the halloysite nanotube, a 

1x1x2 supercell was generated, Al152Si152O380(OH)304, with 1292 atoms to avoid in-

termolecular interactions between adsorbates of vicinal cells.  

 

Both conformers of 5-ASA (F1 and F2) (Figure 1) were optimized in a periodical 

box of 30x30x30 Å
3
. Kaolinite and halloysite crystal structures were optimized with 

the CVFFH and Compass force fields. For non-bonding interactions, the coulomb and 

van de Waals interactions were calculated by the Ewald method with a cut-off of 12 

Å. As well as, these structures were optimized with quantum mechanical calculations 

by using Density Functional Theory (DFT) with CASTEP and DMOL3 codes, within 

the generalized gradient approximation (GGA), the Perdew–Burke–Ernzerhof (PBE) 

correlation exchange functional [8]. 

The adsorption of both conformers of 5-ASA (F1 and F2) were placed in different 

positions on the kaolinite and in the internal surface of halloysite, using CVFFH for 

the adsorption complexes with the kaolinite and Compass FF for the adsorption com-

plexes with the halloysite nanotube, which have provided good results in previous 

studies [11]. 

 

3 RESULTS AND DISCUSSION 

Both conformers of the 5-ASA molecule were optimized with CVFFH and Com-

pass FF, finding a similar energy for both of them, being F1 0.46-2.4 kcal/mol more 

stable than F2, respectively (Figure 1). Similarly, the kaoline structure was optimized 

with CVFFH (Figure 2) and the halloysite nanotube structure was optimized with 

CASTEP (Figure 3). 
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Fig. 1. Molecular structures of F1 (a) and F2 (b) conformers of 5-ASA after its optimization. 

 

 

Fig. 2. Crystal structure of kaolinite after its optimization with CVFFH. 

 

 

Fig. 3. Crystal structure of 1x1x2 halloysite supercell after its optimization in CASTEP code. 

 

The adsorption between both conformers of 5-ASA and the kaolinite was studied. 

The adsorption complexes were generated placing the adsorbates in different orienta-

tion to determine the most important interaction sites with the mineral. After the op-

timization (Figure 4), in each adsorption complex, the adsorption energy was studied, 

as well as, the main interactions between the adsorbates and mineral surface. 
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Fig. 4. Adsorption complex of a conformer of 5-ASA on the kaolinite surface after its optimiza-

tion. 

 

 

In addition, the adsorption of both structures of 5-ASA with the inside surface of 

the halloysite nanotube was studied. The adsorbates were placed in different orienta-

tions to determine the most important interaction sites with the mineral. After the 

optimization (Figure 5), of each adsorption complex, the adsorption energy and the 

main interactions between the adsorbates and mineral surface were studied. The ad-

sorption energy on the kaolinite surface was in the range of 10-14 kcal/mol, whereas 

on the inner surface of halloysite was in the range of 26-31 kcal/mol depending the 

orientation of adsorbate. 

 

 

 

Fig. 5. Adsorption complex of a conformer of 5-ASA in the halloysite nanotube after its opti-

mization. 
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4 CONCLUSIONS 

 

After the optimization, both conformers yielded negative adsorption energy. This 

means that the adsorption process is likely to be exothermic and favorable, being the 

adsorption energy slightly higher for F2 conformer in the kaolinite and in the hal-

loysite. In the kaolinite, the main interactions are hydrogen bonds between the O at-

oms of carboxylic and hydroxyl groups of 5-ASA and the aluminol H atoms of the 

mineral surface. In the halloysite, the main adsorbate-surface interactions were strong 

H bonds between the hydroxyl groups of mineral surface and different groups of the 

5-ASA conformers, and electrostatic interactions.  
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Abstract— This article deals with methods for improving the 
contrast of the image. The main part of the article is a 
comparison of methods to improve the histogram properties. The 
article refers to Homomorphic filtering and its image dividing
principle to the part of brightness caused by illumination and a 
part of brightness caused by reflected light. This algorithm 
improves the image properties by reducing the dynamic range of 
the image while increasing the local contrast of the image. Other 
methods which are mentioned in the article are methods based on 
adaptive histogram equalization. The article compares the 
Homomorphic Filtering method and adaptive histogram 
equalization methods.

Keywords— histogram, contrast enhancement, cilia,
equalization, image processing

I. INTRODUCTION

The cilium as kind of epithelium cell is a biological device
which serves to defend airways against inspired foreign 
particles. Cilia are microscopic structures localized on the 
surface of epithelial cells. They periodically move with 
synchronous motion with frequency in range 10-30 Hz in vivo. 
The task of cilia is to move mucus and foreign particles such as 
bacteria, viruses, dust particles and others against gravitation 
from lower parts of airways to the oral cavity [1].

The cilium is an elongated microscopic structure with a 
length of approx. 6-10 μm and width less than 1 μm. Each cell 
of respiratory epithelium carries on its surface about 200 – 300 
cilia [2].

To capture such small microscopic structures as the cilia, it 
is necessary to provide the best light conditions in the light 
microscope. However, the resulting image may not be 
sufficiently sharp, because the sensor is susceptible to the same 
illumination in high-speed cinematography. For this reason, the 
resulting image from the sequence may not be sufficiently 
significant and, for better readability, its properties need to be 
improved. This is done, for example, by increasing the 
brightness, contrast, equalization of a histogram or more 
advanced methods to improve image properties. For further 
processing, it is needed to highlight the cilia against the 
background. There exist multiple of methods for enhancement 
image properties, each of them carries its pros and cons. 

II. HOMOMORPHIC FILTERING

A. The mathematical principles of Homomorphic Filtering
The Homomorphic Filtering is based on a model in which 

the image is represented by two parts in the illumination-
reflectance model. This model considers that image consists of 
two primary components – illumination part and reflectance 
part. The illumination part of the image is characterized by the 
amount of source illumination on viewed image scene i(x,y).
The reflectance component of the image is a light component
of objects reflectance on scene r(x,y). Then the whole image is 
represented as [3], [4]:

����

The main principle of image representation in 
Homomorphic Filtering model is that intensity of i(x,y) 
changes slower than r(x,y). Therefore i(x,y) is considered to 
have more low-frequency components than r(x,y). 
Homomorphic Filtering aims to reduce the significance of 
luminance component i(x,y). It is done by reducing the low-
frequency components of the image by executing filtering 
process in a frequency domain. The algorithm of 
Homomorphic Filtering uses Fourier Transform. Before using 
the Fourier Transform, it has to be used the logarithm function
which changes the multiplication operation of both components 
of the image to the addition operation [3], [4].

B. The Homomorphic Filtering algorithm order:
1. Natural logarithm of both sides - decouple i(x,y),

r(x,y) components of the image

����
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2. Fourier Transform – frequency domain of the
image

����

where Fi(u,v) and Fr(u,v) are the Fourier 
Transforms of ln i(x,y) and ln r(x,y).

3. High pass filter of Z(u,v) by means of a filter
function H(u,v) in the frequency domain

����

4. Inverse Fourier Transform – filtered image in a
spatial domain

(5)( )

5. Natural exponential function

�	��

6. The final filtered enhanced image

�
��

Fig. 1. Algorithm diagram of the Homomorphic Filtering 

III. ADAPTIVE HISTOGRAM EQUALIZATION

Adaptive histogram equalization (AHE) is an image
processing technique which improves the contrast of the image.
The difference between normal equalization and AHE is, that 
AHE uses several histograms for each corresponding region of 
the image. AHE in contrast to normal equalization carries the
main advantage, where lightness values of images are evenly 
redistributed by using local histograms. This method is 
therefore suitable for improving contrast and edges 
enhancement in all partial region of the image. This method on 
the other hand also carries disadvantage with a tendency to 
overamplify noise in relatively homogeneous regions of the 
image [5].

Contrast limited adaptive histogram equalization (CLAHE) 
means an improvement to AHE as it limits the amplification by 
clipping the histogram at a predefined value before computing 
the cumulative distribution function of pixel values in the 
neighborhood [6]. 

Fig. 2. Comparison of histograms: left- original image histogram, center-
histogram of the image after ordinary histogram equalization, right- histogram 
of the image after CLAHE [7]

IV. COMPARISON OF METHODS OF HISTOGRAM
EQUALIZATION

Observing microscopic objects, special live structures like 
the cilia, requires securing the smallest lighting scattering 
under the microscope. Under realistic conditions, however, it is 
not possible to achieve 100 percent homogeneous illumination 
of objects. It leads to the formation of overexposed parts of 
image and vice versa to shadowed part. One of the methods to 
suppress uneven image illumination is Homomorphic Filtering, 
which principles were mentioned in the previous chapter.

Firstly, it was necessary to collect epithelial samples from 
the patient's upper airway. After that, it is necessary to observe
cilia in the microscope within 5-10 minutes, as they then lose 
their mobility and gradually dying. To capture fast-moving 
cilia, it is required a high frame rate (i.e. 240, 500, 1000 frames 
per second), but the CCD high-speed camera is quite sensitive
to sufficient light conditions. To achieve the desired exposure, 
the camera focuses only on the small area of the image (ROI) 
at higher frame rates and this is recorded. In our experiment, 
we recorded video in duration 2-3 seconds. Subsequently, the 
sequence was divided into individual frames by the computer 
processing, and individual algorithms for improving the 
histogram properties were applied to them.

The recorded images were initially colored. Used methods 
to improve the histogram properties were applied separately to 
each layer of RGB image. This is more accurate than if the 
original image had been transformed into a gray-colored image
because in that case information from some layers could be 
lost. Therefore, it is better to perform the method of 
equalization on individual layers, and if needed, the resulting 
enhanced RGB image (3 enhanced layers, for each color 
separately) can be converted to a gray-scale image.
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A.� Sample Nr.1
As the first sample was chosen an image of respiratory 

epithelium with cilia. This image was taken under ordinary 
microscope illumination and its resolution is 450×371 pixels.

Fig. 3. The original image of respiratory epithelium (sample 1)

1) Homomorphic Filtering
Homomorphic Filtering was done for each layer separately

and all the operations of the algorithm of this method have 
been performed, in the order given in Chapter II. First, the 
image had to be normalized to double values. For sigma value 
was chosen limits between 0.999 and 1.001, where the 
transmission function for the Gaussian high-pass filter H (u, v) 
was calculated at these intervals. The normalized image was
divided into the sum of two parts of the image, part of the 
illumination and part of the reflection by applying the natural 
logarithm. Afterward, a 2D Fourier Transformation was 
applied to the image, on which the designed high-pass filter 
was applied.

Using of Inverse Fourier Transformation lead to change
image frequency domain into a spatial domain. As is known,
the output of Fourier Transformation, as well as IFT, are 
complex numbers. For spatial image law, only the absolute size 
and not the angle of the complex number in the goniometric 
record is important. Therefore, the complex matrix of the
image is expressed only by its absolute value for each pixel. 

The last operation of the algorithm was to perform a natural 
exponent with the previous step. As shown in Fig. 1, each 
operation of the Homomorphic Filtering algorithm has its own 
twin that performs exactly the opposite action. Final contrast-
enhanced image by Homomorphic Filtering is shown in Fig. 4.

Fig. 4. Homomorphic Filtering applied to the original image (sample 1)

2) AHE method
Another method that improved image properties were

AHE. This method divides the image into M × N areas for 
which the actual equalization of the histogram is applied. For 
our experiment, we specified the window size as 8 × 8 pixels. 
So, the whole image was divided into the areas (the number of 
rows divided by 8 × number of columns divided 8) with a 
custom adaptive histogram equalization [4].

Fig. 5. AHE applied to the original image (sample 1)
3) CLAHE method

The last method in the experiment was AHE with contrast
limitation, CLAHE, to prevent noise amplification [5].

Fig. 6. CLAHE method applied to the original image (sample 1)

4) Comparison of methods:

Fig. 7. Comparison of histograms for individual methods of contrast
enhancement (sample 1)

As is shown in Fig. 7 histograms of the image after applied 
methods for enhancement of contrast are different. The widest 
range of brightness values was achieved at AHE method. The 
mean value of histogram was best matched to the original 
image using the Homomorphic Filtering method. As can be 
seen from the comparison of histograms, the histogram for 
Homomorphic Filtering has the best corresponding expression 
of the darker parts of the image. On this basis, it can be said 
that this method at least highlights undesirable artifacts and 
image noise.

When viewing the individual final images, a large noise 
image is noticeable. Contrast limiting adaptive histogram 
equalization has suppressed this phenomenon. Homomorphic 
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Filtering has improved the image properties to the point of
emphasizing the respiratory epithelium without emphasizing 
the background of the observed area of the image. The 
disadvantage is that, in some parts of the image, there is a 
significant increase in brightness, which degrades other 
possibilities of image operations. 

B. Sample Nr.2
The second sample was a microscopic image of respiratory 

epithelium with lower resolution (136×160 pixel) and has 
worse light conditions like at first one. As with the first image 
here was done the same operations, the resulting differences 
between histograms are more pronounced.

Fig. 8. above left- the Original image of respiratory epithelium (sample 2),
above right- Homomorphic Filtering applied to the original image, below left-
AHE method applied to the original image, below right – CLAHE method 
applied to the original image

1) Comparison of methods

Fig. 9. Comparison of histograms for individual methods of image 
enhancement (sample 2)

When comparing the individual methods applied to sample 
number two, the results from the first sample can be confirmed.
Unlike the first sample, when the image was well lit, it was 
captured in worse light conditions. The histogram runs show 
that the largest range of brightness is the AHE method. The 
most homogeneous light distribution is the histogram of the 
relevant Homomorphic Filtering. 

V.� CONCLUSION

Finally, it can be said that each of these mentioned methods 
has advantages which are less or more suitable for a given 
picture. The least appropriate method of contrast enhancement 
is the AHE method. While the method improved image 
contrast, it also increased noise in the image. Homomorphic 
Filtering methods and CLAHE are comparable with their 
results. By using the Homomorphic Filtering method resulting 
image becomes brighter than the original image. 

Due to low resolution on selected sample images can be 
decided, that contrast enhancement methods successfully 
improved image properties. It is seen by eye observation and it 
is the basis for further processing of medical images in 
processing and analysis of image by a computer. 

To perform further operations from the image, this will 
subsequently be emphasized, for example by application of an 
edge detector filter or by an application or by another technique 
of increasing the sharpness of the image. Afterward, we 
approach the thresholding, segmentation, and classification of 
individual objects in the image. 
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Abstract. According to the guidelines of the European Society of Hy-
pertension International Protocol revision 2010, the requirements for
long time blood pressure measurement are besides simple handling, ro-
bustness against movements and accuracy requirements of better than
± 5 mmHg and that the patients motion is not restricted during the
measurement. Essentially those requirements are desirable for the relia-
ble interpretation of the blood pressure of hypertensive patients, because
the diagnosis often requires long term measurements over a period of 24
hours, where especially non-invasive non-obstructive methods are requi-
red to reduce patient load.
The state-of-the-art blood pressure measurement is beside common cuff-
based methods the cuff-less estimation based on pulse-transit-time, which
is the time a blood pressure wave requires to travel from left ventricle of
the heart to another peripheral point in the cardiovascular system. The
general relationship between the common pulse-transit-time method and
the BP is subject of a series of investigation, whereby different groups
of subjects from all ages and health conditions are analyzed in regard to
good correlation of pulse-transit-time and systolic blood pressure whe-
reby the correlation coefficient is at least |r| = 0.85. However the estima-
tion of the pulse-transit-time has some disadvantages: (i) the dependency
on the measuring location and the length of measuring distance, (ii) the
choice and method to find minima, maxima and saddle points within the
photoplethysmography and electrocardiography signals, (iii) appearance
of undetermined fluctuations in the time delay between the pressure wave
and the ECG R-peak during blood ejection of the left ventricle and (iv)
the influences of auto-regulation on arterial stiffness that produce unde-
termined drifts of the pulse-transit-time values over time.
Within this work we present a novel method for cuff-less blood pres-
sure measurement by analyzing a single photoplethysmographic signal
in the frequency domain and using a frequency demodulation method.
The dilatation of the artery and therefore the blood pressure dependent
non-linear compliance and non-linear resistance causes non-linear signal
deformations. The signal components of the PPG signal with higher am-
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plitudes pass the arterial segment faster than those with smaller ampli-
tudes which results in a harmonic phase-shift. Accordingly the harmonic
waves are damped by different amounts depending on the dilatation of
the artery and hence their amplitudes. As a result the phase-shift and
amplitude ratio within each period is dependent on the blood pressure
and can be correlated to the invasive blood pressure in a beat-to-beat
manner.
To overcome the beat-to-beat method, we analyzed the higher harmonics
in the PPG signal using a demodulation technique. Therefore the prepro-
cessing of the PPG signals consists of high-pass filtering with the cut-off
frequency fG = 1.1

HRmax
, which produces a signal containing the higher

harmonics only. The generated signal thus contains only the non-linear
distortions caused by the non-linear pressure dependent dilatation of the
arterial segments, leading to a frequency modulation by the arterial pres-
sure, i.e. during systolic blood pressure, the frequency increases, because
the artery is delated under increasing pressure and thus the transit time
is reduced. Consequently during diastole the frequency is decreased. The
demodulation of the higher harmonics in the PPG signal thus leads to a
continuous signal which is influenced by the blood pressure.
Both frequency domain based analysis methods, the phase-shift and the
amplitude ratio between the fundamental frequency and the first har-
monic are analyzed in a beat-to-beat manner using a dataset from Phy-
sioNet including nS = 838 periods with a total length of 8 mins and
52 sec. The correlation values of the phase-shift analysis obtained from
the long-time estimation of the systolic blood pressure were as high as
r = −0.8689, while the value for the diastolic blood pressure was found
to be r = −0.9040, while the correlation of the mean blood pressure
was r = −0.9222. The correlation values of the amplitude ratio of the
fundamental frequency and the first harmonic were lower than those of
the phase-shift method, obtaining values of r = 0.6887 with the sys-
tolic blood pressure, r = 0.6411 with the diastolic blood pressure and
r = 0.7011 with the mean blood pressure.
In contrast to the beat-to-beat approaches, the demodulation technique
results into a continuous signal, obtaining correlation values to the in-
vasive blood pressure of r = 0.7578. The novel continuous demodulation
method thus overcomes several shortcomings of the beat-to-beat methods
and is expected to improve current methods considerable. According to
its simplicity, we assume that the method will improve the measurement
conditions and interpretation of blood pressure data of hypertensive pa-
tients in near future. The uniqueness of this novel estimation method is
that it can be applied to a single PPG signal and that the algorithm
only relies on simple and easy to implement signal processing methods
to obtain good correlation between the invasive blood pressure and the
demodulated PPG signal.

Keywords: blood pressure estimation, cuff-less blood pressure measurement,
harmonic pulse wave analysis, long-term blood pressure measurement, non-invasive
beat-to-beat blood pressure measurement, photoplethysmography, pulse transit
time, pulse wave velocity, continuous blood pressure measurement, demodulation
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The WNV is the etiological agent of recurrent outbreaks of febrile illness and encephalitis 
worldwide. Since the 1999 outbreak in the US, it is considered a global health threat by the 
WHO. The West Nile Virus (WNV) shares, with other RNA viruses, a compact RNA genome 
for storing all the required information for the completion of the infectious cycle. For this 
purpose, RNA viruses have developed an information storage system based on the use of 
discrete structural units that accomplish well-defined essential functions. This system 
complements and overlaps the protein coding one and provides an enormous plasticity to 
the viral genome. These structural/functional units can be conserved among closely related 
viruses and even among different isolates or strains. Therefore, they are considered 
potential therapeutic targets for fighting against viral infection.   

WNV is an enveloped, single-stranded positive RNA virus belonging to the genus 
Flavivirus (family Flaviviridae). It is a mosquito-borne flavivirus that naturally cycles between 
birds and mosquitoes, although it can infect multiple vertebrate hosts including horses and 
humans. This genus comprises a large number of viruses, including important human 
pathogens as Dengue, Japanese encephalitis, Yellow fever or Zika virus, among others.  

The WNV genome is a single-stranded RNA molecule of ~11.000 nts, which contains a 
single open reading frame (ORF) flanked by essential untranslated regions (UTRs). The 
UTRs are rich in conserved structural RNA elements, which are functionally indispensable 
for the consecution of critical viral processes, as replication or translation. Such defined RNA 
structural elements participate in long-distant RNA-RNA interactions that bring close 
together both UTRs, thus enabling the acquisition of a closed-loop topology required for the 
achievement of the viral cycle.  

The WNV 3’UTR can be subdivided into three autonomously folded regions, domains I-
III, with the presence of duplications of structural cassettes (Figure 1). Domain I is located 
just downstream of the translation stop codon and appears as a hypervariable sequence 
followed by two conserved stem-loop domains (SL-I and -II) similar in sequence and 
structure (figure 1). Domain II is moderately conserved and contains a characteristic 
duplicated structure known as a dumbbell (DB); this is involved in the formation of a 
pseudoknot (PK) structural element. Domain III is defined by the highly conserved terminal 
genomic functional elements sHP (short hairpin) and 3’SL. The functions of these structural 
elements have been studied in depth, and are essential for viral replication and the 
completion of the viral cycle. However, their role in WNV protein synthesis remains elusive. 
Therefore, determining their functional implications is a requisite to identify new potential 
targets for anti-WNV agents. In this context, the use of novel molecular tools based on 
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nucleic acids, particularly RNA, for elucidating the role of different viral genomic regions has 
become a successful tactic recently included into the virologists’ toolbox.  

Figure 1. Aptamers are obtained from SELEX (systematic evolution of ligands by exponential enrichment). 
From a highly heterogeneous pool composed by more than 1015 different sequence variants, three groups of 
molecules (I-III) were defined by bearing common sequence motifs after six rounds of selection. The resulting 
molecules folded into a single or two stem-loop and targeted highly conserved domains into the WNV 3’UTR. 

Aptamers are single-stranded DNA or RNA molecules that bind in a very specific and 
efficient manner to their targets in a structure-dependent way. Aptamers are isolated by 
SELEX (Systematic Evolution of Ligands by EXponential enrichment), by which a highly 
heterogeneous initial population of DNA or RNA, usually composed of 1012 to 1015 variants, 
is subjected to iterative selection rounds against a specific target. The SELEX procedure 
consists in the repetition of a selection cycle composed of binding, partitioning, elution and 
amplification steps. We have applied a SELEX procedure to identify RNA aptamers against 
the 3’ UTR of the WNV genome by using an initial pool of theoretically more than 1015 
different molecules, resulting from the randomization of 25 consecutive nucleotides. After 
six selection rounds, the resulting molecules (aptamers) were subjected to 
sequence/structure analysis and classification. This bioinformatics study allowed us the 
identification of three different groups defined by the existence of a common sequence motif, 
which is complementary to specific sequences within the 3’ UTR of the WNV genome (Figure 
1). The target regions include the highly conserved 5’DB domain (groups I and III) and the 
SL-I (group II) (Figure 1). Interestingly, some of the analyzed sequences bear more than 
one consensus motif, turning these aptamers into interesting multivalent compounds. The 
pairwise LocARNA algorithm was then used for performing the simultaneous sequence and 
structural alignment of the selected RNA variants. Two main structural clusters were 
identified, defined by the acquisition of one or two stem-loops. This result demonstrates the 
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structural convergence of the RNA pool during the SELEX procedure to target specific and 
well-defined RNA domains in the 3’ UTR. Representative aptamers of the different families 
and structural groups were further analyzed for their ability to interact with the WNV 3’ UTR. 
In vitro binding assays revealed that the selected molecules bound to their target regions 
with high affinity and efficiency, achieving Kd values in the range of low nanomolar. Finally, 
the aptamers were characterized for their potential to interfere with viral translation, with the 
aim of elucidating the role of the targeted domains during WNV protein synthesis. Taken 
together, our findings highlight the feasibility of using RNA molecules as efficient tools to 
study viral biology and find new targets for the development of efficient antiviral therapies. 
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The effect of c-myc monoclonal antibody for gastric cancer cells in 

vivo and in vitro

Running title: function of c-myc McAb for gastric cancer  

Highlights: 

The c-myc McAb prepared in our experiment was high sensitive and specific. 

C-myc McAb suppressed the expression of c-myc both in vivo and in vitro.  

C-myc McAb inhibited tumor growth and cell proliferation in a dose-dependent 

manner.  

C-myc McAb induced cell apoptosis in a dose-dependent manner. 

Abstract 

Purpose: We aimed to investigate the effect of the c-myc monoclonal antibody 

(McAb) on gastric cancer (GC) cells in vivo and in vitro.  

Methods: C-myc McAb was prepared by immunizing Balb/c mice with c-myc protein. 

The suspension of SGC-7901 cells was inoculated into nude mice to establish the 

model with gastric tumor. The anti-tumor rates were calculated and the expression of 

c-myc was detected by immunohistochemistry in nude mice (in vivo). For the 

SGC-7901 cells (in vitro), expression of c-myc was identified by western blot and the 

cell proliferation was examined by 3-(4, 5-dimethylthiazole-2-yl)-2, 5-diphenyl 

tetrazolium bromide assay kit. After cell adhesion was calculated by using microscope 

and cell migration rate was assayed with trans-well inserts, cell cycle and apoptosis 

were evaluated by flow cytometer.  

Results: C-myc McAb was successfully obtained and the subtype was 

immunoglobulin G1. The expressions of c-myc in vivo and vitro were decreased 
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significantly (p < 0.05). The tumor growth and cell proliferation were inhibited in a 

dose-dependent manner. Cell adhesion rate and migration rate were both reduced 

remarkably (p < 0.05) in 2 μg/mL and 4 μg/mL group. At last, the SGC-7901cells in 

G0/G1 and S phase increased significantly (p < 0.05) and apoptosis rates were 

up-regulated remarkably (p < 0.05) in 2 μg/mL and 4 μg/mL group. 

Conclusions: The c-myc McAb prepared in our study is available. It can inhibit tumor 

growth, cell proliferation and induce cell apoptosis. Its effect is associated with 

down-regulating the c-myc protein level. 

Key words: C-myc McAb; Gastric cancer; Proliferation; Apoptosis

Introduction  

Gastric cancer (GC) is estimated to be one of the most common and frequent 

malignant tumor of the digestive system. The incidence and mortality of GC have 

ranked the second among all tumor diseases worldwide [1-5]. However, it ranks in 

first place in China [6]. Complete surgical resection remains the cornerstone of GC 

treatment [7]. But the 5-year survival rates are disappointingly low at 25 to 30% due 

to locoregional relapse and distant metastases [8]. Therefore, the setting of new targets 

is necessary for diagnosis, prevention and treatment of GC.

Cellular homologue of avian myelocytomatosis virus oncogene (c-myc) is an 

important member of the myc family and a master regulator of genes involved in 

diverse cellular processes in GC [9]. Once c-myc is activated               

in vivo or in vitro, it is easy to make the cells far from the normal growth and promote 

cell malignant transformation to GC [10-12]. Therefore, the inhibition of c-myc plays 
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a key role for the treatment of GC. Recent experimental data indicate that even a brief 

inhibition of c-myc expression may be sufficient for stopping tumor growth 

permanently and inducing regression of tumors [13]. At present, the suppression of 

c-myc is usually conducted at genetic level including the use of antisense-myc 

oligonucleotide, c-myc ribozyme and siRNA [14-16]. Few researches are performed 

to inhibit the c-myc expression on protein level especially by using monoclonal 

antibody (McAb). 

In this study, we prepared the c-myc McAb and measured the influence of it on 

anti-tumor rate and the c-myc expression in GC model of nude mice (in vivo). 

Additional, we also investigated the effect of c-myc McAb on SGC-7901 cells (in 

vitro) with the indexes of c-myc protein expression, growth rate, adherence rate, 

migration rate, cell cycle and cell apoptosis. We are committed to reveal the effect of 

c-myc McAb on GC and provide feasible approaches for the oncotherapy of GC. 

Materials and Methods 

Preparation of c-myc McAb 

All experiments involving animals were approved by the Institutional Animal 

Care and Use Committee of Renji Hospital Affiliated to Shanghai Jiao Tong 

University of Medicine. Mice used in this study were obtained from Animal Science 

Laboratory of Shanghai Jiao Tong University. The c-myc proteins prepared in E.coli 

BL21 were used as immunogens. Female Balb/c mice aging from 6-8 weeks were 

immunized intraperitoneally with 50 μg c-myc proteins mixed with equal volume of 

complete Freund's adjuvant (CFA). The immunization was repeated with the same 
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amount of immunogens in incomplete Freund's adjuvant (IFA) at 14 d.  A final 

immunization was performed with 100 μg c-myc proteins in IFA at 28 d. When the 

serum titer (at 35 d measured by enzyme-linked immuno sorbent assay (ELISA),

Cistron Biotechnology, Pine Brook, NJ, USA) reached 64000, the booster 

immunization was conducted with c-myc proteins. 

Five days after the boost injection, spleen cells were isolated and fused with 

SP2/0 myeloma cells. The cells in the period of logarithmic phase were screened for 

positive clones by ELISA. At last, the positive cloning cells processed by Silica gel H 

were inoculated intraperitoneally into unsexed Balb/c mice and ascetic fluid was 

collected to extract McAb. The concentration of McAb was determined by protein 

assay reagent kit (BCA, Pierce, Rockford, USA).  

Characteristic identification of c-myc McAb 

Subtype identification: The subtype of purified McAb was determined by Rapid 

Mouse Ig Isotyping Array 1 according to the manufacturer's instructions (Ray Biotech, 

Inc., Atlanta, USA). 

Antibody titers: Antibody titers were measured by ELISA kit [33]. Each 10 μg 

c-myc protein was coated and loaded onto polystyrene plates. The plate was washed 

and blocked for 1 h. Gradient diluted McAb was added and incubated for 2 h. The 

McAb binding to the antigen was detected with rabbit anti-mouse IgG-HRP (1:5000, 

Boster, Wuhan, China). Optical density (OD) values were read at 450 nm. The 

supernatant of medium cultured SP2/0 cells was simultaneously amplified as a 

negative control and the antibody titers were defined as the maximum dilution of 
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McAb positive reaction which was defined that the OD value of reaction was twice 

higher than that of negative control.    

Specificity identification: The antigenic specificity of McAb was determined by 

western blot. Purified c-myc protein was transferred into E.coli DH5α and the 

transfected cells were lysed in ice-cold radioimmunoprecipitation (RIPA) buffer and 

centrifuged to collect the supernatant [35]. Protein in supernatant were separated by 

16% sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) and 

transferred onto nitrocellulose membranes. The membranes were blocked with 5%

nonfat dry milk. After several rinses, the membranes were probed with c-myc McAb 

(1-5 × 104 cpm/mL) at 4 oC overnight and  incubated with HRP-conjugated 

goat-anti-mouse IgG (50 μg/mL, Amersham, Inc.; Cleveland, OH, USA ) at 22 oC for 

1 h.  

The establishment of model for GC in nude mice  

A total of forty Balb/e2nu/nu mice aging from four to five-weeks (half male and 

half female; 18 ± 1.5 g; Animal Science Laboratory of Shanghai Communication 

University) were purchased for the establishment of GC model. The human GC cell 

line (SGC-7901cell) in logarithmic phase were trypsinized and resuspended to the 

concentration of 2 × 107 cells/mL. The cell suspension (0.2 mL) was injected 

subcutaneously at the root of right leg. 

Anti-tumor rates 

Mice were divided into 4 groups (10 mice/group, half male and half female) and 

inoculated intraperitoneally with 0.2 mL c-myc McAb at different concentrations 
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including low-dose group (10 mg/kg), middle-dose group (20 mg/kg), high-dose 

group (30 mg/kg) and control group (normal saline instead of c-myc McAb). Mice 

were killed after 4 times injection weekly by ether exposure. All tumors were excised 

and weighted to calculate the anti-tumor rates

(   average quality of the control group – average quality of the treatment group
average quality of the control group

100 %).

Immunohistochemistry (IHC)

Paraffin embedded tissues were sliced in 4 μm sections and sections were 

deparaffinized in xylene followed by grated ethanol and rehydrated in phosphate 

buffer (PBS, pH 7.5). Then, they were microwaved for 10 minutes for antigen 

retrieval and blocked for 10 min in normal sheep serum at room temperature. After 

rinsing in PBS, sections were incubated with c-myc McAb (1: 100) at 4 oC overnight. 

The next day the sections were rinsed 3 times in PBS and incubated with secondary 

antibody (goat-anti-mouse biotinylated, 1: 50 in PBS; DAKO, Carpinteria, California, 

USA) at room temperature for 30min. And then the sections were incubated for 

another 30 min with HRP-conjugated streptavidin after rinsed 3 times in PBS. The 

slides were visualized by diaminobenzidine (DAKO, Carpinteria, California, USA)

for 5 min and counterstained with hematoxylin for 2 min. Negative controls involved 

the same procedure by replacing primary antibody with PBS.   

Western blot analysis  

Gastric carcinoma cell lines SGC-7901 were divided into 3 groups and treated 

with C-myc McAb for the concentration of 1 μg/mL, 2 μg/mL and 4 μg/mL, 

respectively. Each group was divided into 3 parts and cultured for 24 h, 48 h and 72 h 
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respectively. The human gastric mucosa cell lines HFE-145 were used as blank 

control. Cells were collected and lysed in ice-cold RIPA. Cell lysates were separated 

by 16% SDS-PAGE. Separated proteins in the gels were transferred onto 

nitrocellulose membrane. The membranes were probed with c-myc McAb (1-5 × 104

cpm/mL) at 4 oC overnight and incubated with HRP-conjugated goat-anti-mouse IgG 

(50 μg/mL, Amersham Health, Buckinghamshire, England) at room temperature for 1 

h. The proteins were visualized using an electrochemiluminescence system 

(Amersham Pharmacia Biotech, Buckinghamshire, UK). 

3-(4, 5-dimethylthiazole-2-yl)-2, 5-diphenyl tetrazolium bromide (MTT) assay

HGC-7901cells and HFE-145 cells were seeded into 96-well plates (10000 

cells/well) and cultured at 37 oC in humidified atmosphere of 5% CO2 after 

trypsinization. The HGC-7901cells and HFE-145 cells were both treated with c-myc 

McAb (1 μg/mL, 2 μg/mL and 4 μg/mL, respectively). Then the medium was 

discarded and the cells were washed with PBS. After 20 μL MTT (5mg/mL) was 

added for 4 h, 150 μL dimethyl sulphoxide was used to dissolve formazan crystals. 

The absorbance was recorded at 570 nm. The growth curves for each dose were 

plotted by setting OD value as the ordinate and time as the abscissa. 

Cell adhesion assay 

SGC-7901cells and HFE-145 cells were digested with trypsin to prepare 

single-cell suspensions. Single cells were inoculated to 6-well tissue culture plates (5

× 105 cells/well) and incubated at 37o C for 12 h. When cells were grown to 

approximately 90% confluence, the cells were treated with c-myc McAb (1 μg/mL, 2 
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μg/mL and 4 μg/mL, respectively) for 4 h. Cells were counted microscopically after 

rinsed in PBS 3 times and digested by trypsin. The formula of 

numbers of total adhesion  
numbers of total cell

100% was used to calculate the adhesion rates.

Cell migration assay 

Cell migration assays were performed using modified Boyden chambers with a 

polycarbonate membrane-transwell. The lower chamber was filled with 500 μL mouse 

embryonic fibroblasts. Matrigel (Becton Dickinson Company, Bedford, USA) were 

mixed with serum-free medium at 37 oC for 30 min and then added into the upper 

chamber. Cells were released with trypsin and resuspended at a final concentration of 

5 × 105 cell/mL in serum-free medium. C-myc McAb (1 μg/mL, 2 μg/mL or 4 μg/mL) 

were added to upper chambers and incubated with the cells at the migration period. At 

last, the upper surface of the membrane was wiped with a cotton-tipped applicator to 

remove nonmigratory. The migrant cells were tained for 30 min with methyl alcohol 

and stained with hematoxylin. The number of stained cells was counted with a 

microscope. Each determination represented the average of three individual wells.  

Cell apoptosis and cell cycle assays 

Cell apoptotic and cell cycle was analyzed by flow cytometry method (FCM). 

HGC-7901cells and HFE-145 cells were preconditioned with c-myc McAb for the 

concentration of 1 μg/mL, 2 μg/mL and 4 μg/mL respectively. After digested by 

trypsin, the cells were washed with PBS and centrifuged to discard supernatant, then, 

the cells were re-suspended in 1.0 mL hypotonic propidium iodide solution (PI, 

Sigma-Aldrich, St Louis, USA) gently for 20 min. The PI fluorescence of individual 
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nuclei was measured by FACSCalibur flow cytometer (BD Biosciences 

Immunocytometry Systems, San Jose, CA) according to the manufacturer’s 

instructions. 

Statistical analysis 

Statistical analysis was performed using SPSS11.0 software. All data were 

expressed as mean ± SD (standard deviation). T-test and one-way analysis of variance 

were conducted at each group. p < 0.05 was considered as statistically significant.

Results 

Production of c-myc McAb 

We successfully obtained a hybridoma cell line which could secret c-myc McAb 

steadily. The purity of c- myc McAb extracted from mice ascites reached 97 % and 

the concentration was 2.3 mg/mL after purification (Figure 1). The subtype of c-myc 

McAb was IgG1 and the antibody titer was 1: 64000 (Figure 2A). Western blot 

analysis showed that c-myc McAb in E.coli DH5α bacterial lysate could be identified 

distinctively by c-myc protein (62 kD, Figure 3). 

C-myc McAb affects growth of tumors 

The anti-tumor rates in middle-dose group (40.26 ± 4.25%) and high-dose 

groups (44.81 ± 5.74%) were significantly higher than that in low-dose groups (7.79 ± 

0.92%, p < 0.05, Table 1).

C-myc McAb inhibits the expression of c-myc both in vivo and in vitro

The brown positive signals of IHC were mostly located in the cell nucleus (Figure 

4).  The amount of positive signals was obviously decreased in middle-dose and 

high-dose groups compared with that in normal group and control group. Western blot 
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analysis in SGC-7901 cells showed that compared with the GC-7901cell control 

group, the amount of protein expression was evidently decreased in the 2 μg/mL and 4 

μg/mL groups in a dose-dependent manner (Figure 5). However, the expression of 

c-myc protein had no significant changes as time went on. 

C-myc McAb influenced the proliferation of SGC-7901 cells  

The growth curves showed that c-myc McAb had cytotoxicity against SGC-7901 

cells (Figure 6). When the concentration of c-myc McAb reached 2 μg/mL the cell 

proliferation was inhibited compared with control group. Since c-myc McAb had little 

effect on the viability of HFE-145 cells. 

C-myc McAb suppressed the adhesion and migration of SGC-7901 cells

Result of the adhesion assay in SGC-7901 cells treated with different concentration 

showed that the adherence rates of 2 μg/mL group (56.32 ± 8.24) and 4 μg/mL group 

(48.22 ± 7.15) were significantly lower than that in blank control group (92.15 ± 8.75, 

p < 0.05, Table 2). However, there were no statistical differences between c-myc 

McAb groups and blank control group in HFE-145 cells. 

Transwell assays showed the migration rate of SGC-7901 cells was significantly 

lower in the 2 μg/mL group (6.12 ± 0.14) and 4 μg/mL group (5.28 ± 0.25) than that 

in blank control group (32.25 ± 8.25, p < 0.05, Table 2).  

C-myc McAb altered cell cycle and promoted apoptosis of SGC-7901 cells

The mean values of cell cycle analysis were shown in Table 3. The percentage of 

SGC-7901 cells in the G0/G1 phase in the 2 μg/mL group (58.21 ± 2.35%) and 4

μg/mL group (60.35 ± 2.42%) was significantly different (p < 0.05) than that of the 
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control group (24.62 ± 1.65%). Similarly, a significant difference (p < 0 .05) was 

noted in the percentage of cells in the S phase in the 2 μg/mL group (24.54 ± 3.44%) 

and 4 μg/mL group (20.64 ± 1.85%) vs. the blank control groups (58.25 ± 2.85%). 

However, no significant difference (p > 0 .05) in the percentage of cells in the G2/M 

phase was observed in the c-myc McAb groups, relative to the blank control group.

The percentage of HFE-145 cells in each phase in c-myc McAb groups showed no 

significant difference (p > 0.05) compared with that in blank control group. 

Additionally, the apoptosis rates of SGC-7901cells in the 2 μg/mL group (28.42 ± 

2.64%) and 4 μg/mL group (35.65 ± 5.25%) was significantly increased (p < 0 .05) 

than that of the blank control group (5.68 ± 0.45%). But there was no significant 

different showed between c-myc McAb groups and control group of HFE-145 cells 

(Table 4).

Disscusion 

The GC is one of the most malignant tumor in the world, where it shows the 

substantial morbidity and mobility [5, 39]. Studies have indicated that the c-myc gene 

has a close relationship with carcinogenesis [41]. Therefore, reducing the expression 

of c-myc by using the c-myc McAb may be therapeutic for the treatment of GC. In 

our experiment, we successfully prepared c-myc McAb, which belonged to IgG1 and 

could identify c-myc protein specifically. C-myc McAb promoted the anti-tumor rate 

in vivo (mice) and inhibited cell proliferation in vitro (SGC-7901 cells). It also 

decreased the c-myc protein levels both in vivo and in vitro. What’s more, the 

migration, adhesion were reduced remarkably and cell apoptosis of SGC-7901 cells 
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was promoted under the action of c-myc McAb. 

The c-myc McAb was obtained by immunizing mice intraperitoneally with 

hybridoma (immunized splenocyte fused with myeloma cell).The antibody titer was 

1:64000, the same with the c-myc McAb produced by SUN [46] but  significantly 

higher than that of c-myc McAb (IgG1) produced by Santa Cruz Co. Ltd (1:32000) 

[46], indicating that the c-myc McAb prepared in our experiment got high sensitivity. 

At the same time c-myc McAb only reacted with c-myc protein, showing that the 

McAb was highly specifically. Therefore, it’s available to got c-myc McAb in our 

way.  

The overexpression of c-myc can induce malignant transformation and tumor 

formation in gastric carcinoma [47]. It also contributes to cell growth and cell 

proliferation [48, 49]. Studies show that down-regulated c-myc protein levels or 

mRNA levels can decrease tumor growth rates in xenograft tumor [16, 50]. This 

phenomenon also happened in our study, when the c-myc protein levels were 

inhibited by McAb, the anti-tumor rates increased significantly (p < 0.05). Thus, the 

c-myc McAb may suppress tumor growth by reducing the expression of c-myc 

protein. 

McAb that binds specifically with its antigen (protein) can selectively neutralize

the functions of a protein. It has been reported that c-myc McAb can suppress the 

expression of c-myc in vitro [17]. Hence, c-myc McAb may down-regulating the 

expression of c-myc so as to suppress the proliferation and malignant phenotype of 

cancer cells effectively. This hypothesis was verified in our study, the protein levels of 
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c-myc are decreased in vitro under the action the c-myc McAb in a dose-dependent 

manner and cell proliferation was inhibited when the concentration of c-myc McAb 

reached 2 μg/mL. What’s more, the cell adhesion and migration were receded, 

indicating that the transfer force of tumor cells was decreased. All the results above 

were significant different from control group when the concentration of c-myc McAb 

reached 2μg/mL. In addition, not only does c-myc induce proliferation in cells, but 

also it regulates tumor cells to undergo apoptosis [41, 51]. It has now been shown that 

the down-regulated expression of the endogenous c-myc can trigger cell apoptosis 

[52].The use of flow cytometric analysis suggested that 2 μg/mL or 4 μg/mL c-myc 

McAb could strongly induce apoptosis of GC cells. Some studies have reported that 

alterations of c-myc expression enhances the induction of apoptosis in SGC7901 cells 

[52, 53]. These findings are similar to those results in our study. What’ more, cells 

enter a programmed apoptosis rapidly initiated by myc both before and after the 

commitment point in late G1 [54] , this condition is consistent with the result in our 

study that SGC-7901 cells in G0/G1 phase are significantly increased for the effect of 

c-myc McAb. In addition, the reduced cell adhesion inhibited by c-myc McAb also 

contributes to the cell apoptosis [55]. These findings suggested that c-myc McAb may 

result in the inhibition of proliferation, adhesion, migration and apoptosis by 

down-regulated c-myc protein level. 

 In conclusion, these study findings have indicated that the c-myc McAb prepared 

in our study is useful and the c-myc McAb might promote efficient tumor cell death in 

vivo and inhibit tumor cell proliferation in vitro by down-regulating c-myc protein 
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levels. The use of c-myc McAb may be a potential way for reducing tumor growth in 

vivo and for the treatment of gastric carcinoma. 
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Figure legends 

Figure.1 Purification of c-myc McAb; lane 1-Marker; lane 2-C-myc McAb; lane 3-Ascities; 

Figure.2 Identification of  the subtype of c-myc McAb by using microarrays; (A) Types of 

protein were showed in the isotyping array map, such as IgG, IgA, IgE, IgM, IgG2b, IgG1, 

IgG2a, IgG3; (B-D) In order to state the specific of c-myc McAb, condition medium of 

SP2/0 cell (B), ascetic fluid (C) and c-myc McAb (D) was added;  

Figure.3 Expression of c-myc McAb analyzed by western blot; lane 1-Marker; lane 2- Bacterial 

lysate of DH5α; lane 3-Bacterial lysate of DH5α transfected by c-myc; lane 4-C-myc 

protein; 

Figure.4 The c-myc expression level analyzed by IHC in different dose of McAb (400 ×); (A) The 

control group was the normal tumor tissue without McAb added; (B) PBS was instead of 

primary antibody in the normal saline group; (C-E) The primary antibody and secondary 

antibody were added at low-dose (C), middle-dose (D) and high-dose (E).   

Figure.5 The c-myc expression level analyzed by western blot in different dose of McAb at 

different point of time; The expression of c-myc protein in SGC-7901 cells was measured 

at 24h (A), 48h (C), 72h (E); β-actin was use for the internal control; lane 1-1 μg/mL group; 

lane 2-2 μg/mL group; lane 3-4 μg/mL group; lane 4- SGC-7901 cell control group of; lane 

5- HFE-145 cell control group. 

Figure.6 Cell growth curves of SGC-7901 cells and HFE-145 cells with different concentrations of 

c-myc McAb; The OD value of (A) SGC-7901 cells and (B) HFE-145 cells was measured 

per day for 5 d. 

Tables and table legends
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Table 1. The tumor suppression of c-myc McAb in vitro x ± s, n = 10

Quality of tumor (g)          anti-tumor rate (%)

control group         1.54 ± 0.11                        0

low-dose group 1.42 ± 0.12                    7.79 ± 0.92

middle-dose group 0.92 ± 0.31*#                  40.26 ± 4.25#

high-dose group 0.85 ± 0.15*#        44.81 ± 5.74#

* P < 0.05: compared with the control group # P < 0.05: compared with the low-dose group; x ±

s: the mean ± SD format; n: the numbers of the tumor;

Table 2. The results of cell adhesion rate and cell migration rate (%, x ± s, n = 3) 

Cell blank control group 1 μg/mL group 2 μg/mL group 4 μg/mL group 

adhesion 

rate

migration 

rate

adhesion 

rate 

migration 

rate 

adhesion 

rate 

migration 

rate 

adhesion 

rate 

migration 

rate 

SGC-7901 92.15 ±

8.75 

32.25 ±

8.25 

87.42 ±

8.62 

30.56 ±

6.54 

56.32 ±

8.24* 

6.1 2±

0.14* 

48.22 ±

7.15* 

5.28 ±

0.25* 

HFE-145 94.28 ±

9.42 

0.28 ±

0.02 

89.24 ±

6.53 

0.35 ±

0.35 

90.22 ±

6.36 

0.22 ±

0.06 

93.46 ±

5.37 

0.27 ±

0.04 

p < 0.05  compared with saline group; %: the percentage of the result; x ± s: the mean ± 

SD format; n: samples was in triplicate; 

Table 3. The distribution of cell cycle %, x ± s, n = 3

                        G0/G1             S            G2/M
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SGC-7901       24.62 ± 1.65          58.25 ± 2.85       17.13 ± 1.35

1μg/mL-SGC-7901      30.26 ± 1.8           57.24 ± 2.1 12.50 ± 1.82

2μg/mL-SGC-7901      58.21 ± 2.35*         24.54 ± 3.44*     17.25 ± 1.92

4μg/mL-SGC-7901      60.35 ± 2.42*        20.64 ± 1.85*     19.01 ± 1.35

HFE-145          29.47 ± 3.48          55.36 ± 5.68       15.17 ± 2.14

1μg/mL-HFE-145       27.88 ± 4.35          57.86± 5.42       14.26 ± 1.65

2μg/mL-HFE-145       30.47 ± 3.68          54.32 ± 6.21       15.21 ± 2.35

4μg/mL-HFE-145       31.36 ± 4.58          54.62 ± 3.87       14.02 ± 2.37

p < 0.05: compared with the control group; %: the percentage of the result; x ± s: the mean ± 

SD format; n: samples was in triplicate; 

Table 4. The results of cell apoptosis rate (%, x ± s, n = 3) 

Cell      blank control group  1 μg/mL group  2 μg/mL group  4 μg/mL group   

SGC-7901  5.68 ± 0.45     7.66 ± 0.84     28.42 ± 2.64*       35.65 ± 5.25*

HFE-145   4.58 ± 0.12     5.56 ± 0.78      3.28 ± 0.46        4.29 ± 0.32

p < 0.05: compared with the control group; %: the percentage of the result; x ± s: the mean ± 

SD format; n: samples was in triplicate; 
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Abstract.		
Background	and	Motivation:		
The	identification	and	annotation	of	CRISPR	associated	(cas)	gene	operons,	
currently	requires	a	considerable	amount	of	effort	in	sequencing,	full	genome	
assembly	and	annotation.	In	cases	where	there	is	limited	interest	in	the	full	ge-
nome,	this	level	computational	burden	ultimately	produces	a	small	analytical	
result.	The	complexity	and	diversity	of	cas	operons,	however,	mean	that	as-
sembling	larger	gene	neighborhoods	provides	information	not	otherwise	avail-
able	when	assembling	individual	genes.	
Many	of	the	recent	accomplishments	in	novel	synthetic	biology	tool	develop-

ment	have	come	from	the	identification	of	new	cas	gene	families,	with	more	
suitable	operating	preferences.	The	development	of	Cas9,	Cas13a	and	Cpf1	
based	gene	synthesis	tools	may	simply	mark	the	beginning	of	the	development	
of	a	broad	suite	of	useful	prokaryotic	tools	for	gene	manipulation.	Identifying	
novel	gene	synthesis	toolsets,	requires	the	ability	to	assemble	and	annotate	
these	genes.	However,	the	current	sequencing	environment,	in	which	genes	
are	left	as	unassembled	reads	is	limiting	our	ability	to	determine	and	describe	
these	new	and	important	members	of	these	gene	families.	
	 In	early	work	in	the	identification	of	the	cas	genes	from	raw	samples	was	
Zhang	et	al.,’s	(2014)	studied	cas	genes	in	metagenomic	samples.	More	re-
cently,	Markova	et	al.	(2015)	and	Shmakov	et	al.	(2017)	studied	novel	cas	
genes	in	one	of	two	ways.	The	first,	is	by	clustering	and	assigning	reads	to	gene	
classes	(Zhang	et	al.	2014).	The	second	is	by	building	Hidden	Markov	Models	
(HMMs)	and	Position	Specific	Scoring	Matrices(PSSMs)	for	known	cas	gene	
families	and	annotating	well-defined	and	assembled	bacterial	and	archaeal	ge-
nomes	(Markova	et	al.,	2015;	Shmakov	et	al.,	2017).		

Methods:	
We	present,	CasANN,	a	software	pipeline	for	targeted	assembly	of	cas	operons	
from	raw	next	generation	sequencing	reads.		

CasANN	Pipeline:	
1) CasANN	works	by	first	preprocessing	reads	directly	(cleaning,	merging,	re-

moving	adapter	sequence,	and	quality	control).
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2) Reads	are	translated	into	amino	acid	sequences	using	FragGeneScan,	
based	on	known	gene	models.	The	implementation	of	FragGeneScan	in-
cluded	in	this	work	allows	parallel	processing,	making	use	of	multiple	core	
systems	and	retains	read	level	information,	to	allow	direct	assembly	of	
reads	in	downstream	steps.		

3) Amino	acid	translated	reads	are	used	to	query	24	unique	cas	HMMs	and	
191	PFAM/TIGRFAM	cas	and	cas-related	gene	families	(following	Zhang	et	
al.,	2014).	These	families	have	been	thresholded	using	existing	gene	as-
signments,	to	remove	false	positives.	Additionally,	394	unique	align-
ments,	using	7903	genes,	were	used	to	create	PSSMs	and	generate	RPS-
BLAST	profiles	(following	Shmakov	et	al.,	2015).		

4) In	addition	to	these	existing	HMMs	and	PSSMs,	a	list	of	CRISPR/cas	vec-
tors	was	collected	from	AddGene.	This	includes	67	unique	amino	acid	se-
quences,	covering	Cas9,	CasC2C2	(Cas13a)	and	Cpf1.	These	amino	acid	se-
quences	were	used	to	build	a	blast	database,	since	they	have	unique	sig-
nificance,	both	in	ignoring	vector	sequences	and	targeting	near-neighbors	
of	synthetic	biology	genes.	

5) These	gene	models	are	back-associated	with	reads	in	the	next	generation	
dataset.		

6) These	reads	serve	as	a	starting	point	for	targeted	assembly.	Targeted	as-
sembly	involves	BLAST	search	of	targets	against	the	full	read	dataset,	fol-
lowed	by	iterative	SPAdes	assembly.	This	is	performed	until	the	reads	fail	
to	elongate	the	partially	reconstructed	operon.	

7) The	final	product	of	assembly	is	then	annotated	using	Prodigal,	with	com-
mon	annotation	models.	

	
Results:	
We	have	applied	CasAnn	to	a	variety	of	synthetic	biology	studies	of	mamma-
lian	CRISPR	experiments,	clinical	samples	and	metagenomic	datasets.	We	show	
that	in	the	synthetic	biology	studies,	full	gene	synthesis	vectors	can	be	recon-
structed	from	the	transfected	datasets.	In	the	clinical	and	metagenomic	sam-
ples,	we	demonstrate	that	large	cas	operons	can	be	discovered	from	mixed	
samples.	This	provides	a	resource	for	discovery	of	novel	cas	architectures	as	
well	as	associated	near-neighbors	to	commonly	used	synthetic	biology	tools.	
	
Discussion:	
The	software	and	algorithm	presented	in	this	work,	is	an	improvement	on	pre-
vious	research	by	Zhang	et	al.	(2014),	Markova	et	al.	(2015)	and	Shmakov	et	al.	
(2017).	CasANN	provides	a	needed	tool	for	identifying	novel	cas	operons	in	
next	generation	read	datasets,	without	full	assembly	and	annotation	of	the	as-
sociated	genome,	and	uses	the	most	recent	databases	of	Cas	gene	models.	Us-
ing	a	variety	of	optimizations	and	parallel	computing	tools,	the	software	can	
be	run	in	order	to	produce	and	annotate	cas	gene	neighborhoods.	By	con-
structing	operons	using	targeted	assembly,	this	method	will	be	able	to	pick	im-
portant	cas	gene	architectures	out	of	difficult	to	assemble	samples.	The	identi-
fication	of	new	Cas	proteins,	with	more	industrially	suitable	properties	will	
likely	lead	to	new	classes	of	synthetic	tools.	
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Abstract. Three different sequences, named TsA, TsB and TsC, exist in the telomeres of the 
insect Chironomus riparius. Transcriptional basal activity has been observed in telomeres with 
TsA and TsB sequences, being the transcription highly hyperactivated upon heat shock in TsA 
telomeres. On the other hand, neither basal nor stressed activated transcriptions have been 
observed in telomere with TsC sequence. A comparative analysis, both sequence and putative 
secondary structure, of two detected non-coding RNA transcripts, i.e. transcripts from TsA and 
TsB, has been carried out. The analysis of the differences/similarities in each defined structure 
element in correlation with their physiological behavior, enable us to generate hypotheses about 
structure-function relationships of these non-coding RNAs.

Keywords. non-conding RNA (ncRNA), telomeric RNA, secondary structure prediction,
Chironomidae 

1. Introduction 

Chironomids are a group of diptera midges with high interest as environmental 
biomarkers. It is well know that some of them have non-canonical telomeres with 
transcriptional activity under different stress and constitutive conditions [1].
Specifically, in telomeres of Chironomus riparius three different sequences have been 
reported, named TsA, TsB and TsC. While transcriptional basal activity was observed 
in telomeres with TsA and TsB, being hyperactivated upon heat shock in TsA 
telomeres, neither basal nor stressed activated transcriptions have been observed in the 
telomere with TsC sequence [1]. These sequences are situated in tandem repeat and it 
has been experimentally proved that, in vivo, RNA transcripts with different length 
can be found, coexisting monomeric units with longer form transcripts. It is well 
known that secondary structures are highly conserved in evolution for most functional 
RNAs. An informed determination of the most probable secondary elements of these 
non-coding RNAs may contribute insights concerning the key structural elements of 
these molecules. Thus, the goals of this study are:

(a) to analyze the most likely RNA structure for detected telomeric transcripts in 
Chironomus riparius, either in basal or heat shock temperatures, and to 
determine the most defined secondary structure elements in the complete 
folding space for each molecule under both temperature conditions; 

(b) to evaluate the differences/similarities in each defined structure element in 
correlation with their physiological behavior and, 

(c) to generate hypotheses about structure-function relationships of these non-
coding RNAs.
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2. Methods 

The Minimum Free Energy structures (MFE) for our sequences have been determined 
at 37°C, 35°C (experimental heat shock temperature) and 20°C (basal temperature for 
Chironomus) by free energy minimization using RNAStructure program [2, 3] with 
default thermodynamic parameters [4]. For comparative purposes, calculations of 
MFE at 37°C were also performed under BL* thermodynamic model of Andronescu 
[5]. Partition function calculations, base-pair probability estimations and 
determination of Maximum Expected Accuracy structure (MEA) with MaxExpect 
program, has been carried out by means of RNAStructure suite. RNATips webserver 
(http://rnatips.org/ [6]) was also used to analyze temperature-induced changes in the
secondary structure of the non-coding RNAs. This method calculates the probabilities 
of nucleotide coupling based on partition functions. A density plot of significantly 
changing positions along the sequence is compute for each studied RNA, and distinct 
clusters of strongly temperature-sensitive positions are identified. The server 
calculates the probabilities of nucleotides to be in a double-stranded conformation at 
each temperature within the given range (20-39 C) by using RNAfold tool of the 
ViennaRNA package [7-9]. Clusters of significantly changing positions are then 
identified by applying the DBSCAN algorithm [10]. 

3. Result and Discussion 

From the results, it may be highlighted that:  
(a) Sequence alignments might to be indicative of TsB as the evolutionarily oldest 

sequence. There are a pairwise similarities of the 89% between TsB and TsC, and 
of 88% between TsB and TsA. Differences are not homogeneously distributed 
along the sequences. Moreover, 50% of the dissimilarities (11 nt in TsA and 9 in 
TsC) are accumulated in a region of �30 pb [1] (see Fig. 1). On the other hand, 
variations in the sequences between TsA and TsB from C. riparius seems to give 
rise to very distinctive structural motives (see Figs. 2 and 3).

(b) Experimental data point out a more relevant role for non-coding RNA transcript 
from TsA (CriTER-A) in heat shock response, since its transcription is 
hyperactivated under these stress conditions. Regarding this, MFE structures 
show that region 1 in CriTER-A (see Fig. 2) could exhibit significant structural 
flexibility, which could be relevant for its function. From RNATips results, 
different behavior of CriTER-A and CriTER-B structure would be expected in 
relation to temperature. Thus, CriTER-B show changes of base pairing 
probabilities between 33°C and higher temperature only in the region 2/2’, 
whereas two zones in CriTER-A exhibit sensitive positions in which base pairing 
probabilities significantly change with temperature elevation. These positions are 
clustered in region 3/3’ (change from 27°C) and in region 1/1’/1’’ (change from 
33°C) of CriTER-A.

Fig. 1. Three different sequences found in Chironomus riparius telomeres, named TsA, TsB 
and TsC. Telomeres in this Chironomid are characterized by complex DNA repeats of this 
sequences. 
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Fig. 2. Minimun Free Energy (MFE) structures predicted at 37°C and 20°C for CriTER-A, 
non-coding RNA transcripts from C. riparius telomere with TsA tandem repeats.  
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Fig. 3. Minimun Free Energy (MFE) structures predicted at 37°C and 20°C for CriTER-B, 
non-coding RNA transcripts from C. riparius telomere with TsB tandem repeats.  

4. Conclusion 

As main conclusion, the differential role in heat shock response of CriTER-A
non-coding RNA transcripted from TsA sequences of C. riparius telomeres could be
supported from these results. More specifically, special attention should be paid to the 
AUA triloop predicted. This triloop [AUA] evokes viral tRNA-like structures. 
Interestingly, it was early reported that the tRNA-like structure found in BMV and 
other RNA viruses functions as a telomere, analogously to telomeres of chromosomal 
DNA [11]. In addition, an AUA triloop in the stem–loop C (SLC) hairpin in the 
3′-untranslated region of the plus-RNA strands in brome mosaic virus is the viral 
polymerase core recognitions site and it seems an essential motif for the production of 
minus-RNA strand replication intermediates [12]. As well, a short stem-loop structure 
with the triloop AUA has been related to iron-responsive elements in cellular mRNAs 
and it has been postulated as a general protein-binding motif [13,14]. Thus, further 
studies in base to these results are proposed to ascertain the presence of these 
structural elements and its putative relation to telomere maintenance and heat shock 
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response. All of this information must be completed by the study and comparison of 
different telomeric sequences of other Chironomid species to uncover relevant roles of 
these molecules. 
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Grupo de Arquitectura y Computación Paralela, Universidad de Murcia, Spain
{jhidalgo,fguil,jmgarcia}@um.es

http://www.um.es/gacop

.

Abstract. Motivation: Genome-scale metabolic network (GSMN) anal-
ysis requires efficient calculation of modes and specifically elementary
flux modes (EFMs). State of the art methods for retrieving EFMs and
pathways for biological studies use a linear programming formulation
which is usually solved using the simplex method. One of the main draw-
backs is the existence of large amounts of infeasible solutions, being an
important fraction of them hard-coded in the metabolic reconstruction
itself.
Results: Here we propose a method to avoid many of the possible in-
feasible solutions that can appear extracting modes. Furthermore, the
computational cost that can be saved by applying this method can eas-
ily be estimated. Results over different case studies found in the literature
are provided withing the paper.
Availability: We propose a methodology rather than an implementa-
tion, and therefore no software code is provided.

1 Introduction

There is no doubt about the importance of achieving a detailed understanding of
the functional mechanisms of cellular metabolism [6]. The complete sequencing
of the genomes of numerous organisms and the increasing efforts to reconstruct
their complete metabolism [20,15,4] are permitting more accurate modeling of
metabolic pathways and their application in medicine and biology. Many types of
cancer and other diseases are closely related to cell metabolism. A paradigmatic
example is the paradox stated as Warburg effect [22,21,9]. Warburg discovered
how the cells with cancer produce ATP choosing the path of least efficient pro-
duction [21].

Many strategies have been proposed to analyze cellular metabolism. The
available stoichiometric information for the cells of one organism let us build
its genome-scale metabolic network (GSMN) where all the relations between
enzymatic reactions and the involved metabolites are expressed. Those GSMNs
have to be analyzed by extracting subsets of reactions and their corresponding
metabolites to be studied one by one. Each of those subsets, named pathways,
can be visualized as a partial GSMN with an affordable size. Many authors have
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proposed different kind of pathways, being elementary flux modes (EFM) [18,19]
the most popular in the recent years. An EFM is a special type of metabolic
pathway comprising a minimal number of active reactions that meets the mass
balance equation at steady state and thermodynamic-based irreversibility con-
straints, and cannot be decomposed into smaller solutions. EFMs are an effort
to translate a complex network into a canonical expression of vector generators
of a solution space. EFMs have been proved to be a useful tool to understand
metabolic networks, to model, to simulate and to predict metabolic behaviors
within the cells of the live organisms.

In spite of the existence of many successful approaches to extract pathways
and specifically EFMs, the increasing size of GSMNs constitutes a challenge to
efficiently carry out this task and obtaining significant biological information
[11,10]. Many efforts have been made to speed up the extraction of EFMs, but
also biological significance of the extracted EFMs has to be improved. Indeed, to
keep the focus in the biological significance, the extraction of pathways should
avoid to waste computation resources where there are no biological answers.
EFMs have also some mathematical properties that allow us to extract them
using very well-known techniques like linear programming [13], mixed-integer
linear programming [2] or graph theory [1,3].

Linear programming (LP) is on the basis of most extraction methods and
mainly for those on the top of the state of the art [14,8]. It must be observed that
LP computation is very expensive in floating-point calculations so the strategy
has to be balanced between saving LPs and get a number of solutions with a
required quality. For that reason, the rate of LP executions per unique feasible
solution extracted is one of the most used metrics to measure the efficiency of
LP extraction approaches. Most strategies for pathways and EFMs extraction
are designed in simple and clear terms but in practice they have to include
additional features to circumvent the highly frequent problem of unsolvability
observed during the execution. An unsolvable LP problem is termed infeasible in
simplex nomenclature. When an LP is posed and it is unsolvable, it is due to the
existence of incompatible constraints. Any method based on LP has to avoid to
pose infeasible linear programs, but avoiding to produce the infeasibility could
be not enough if the original stoichiometric matrices already contain any built-in
infeasibility. The origin of those infeasibilities is beyond the scope of this article
and we will just propose a method for identifying and removing them.

Our new proposal consists of a method that finds and removes native infeasi-
bilities coming from the metabolic reconstruction. Our proposal can be combined
with any other pre-existent strategy by using it as a preliminary step. There are
other similar efforts for the constraint-based reconstruction and analysis (CO-
BRA) framework and the elimination of thermodynamically infeasible loops [16].

The paper is structured as follows. First, in Methods section, some terms re-
lated to linear programming are revised. Key concepts like additional constraints
are overviewed. Discussion introduces our proposal about the elimination of the
infeasibility issue to guarantee the feasibility of any linear program. Finally, we
estimate the saved efforts by the adoption of our proposal as previous step of
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any other strategy to extract pathways. This is shown by studying the impact
in some metabolic reconstructions.

2 Methods

2.1 Primary constraints

Constraint based modeling (CBM) uses a stoichiometric matrix S with coeffi-
cients for a set of compounds C exchanged in metabolic reactions R. Be v a
vector of flux rates that represents a pathway, vr is the flux rate for the reaction
r ∈ R.

A pathway meets the steady-state condition (Equation 1) when internal
metabolites c are balanced and concentration remains constant.

R∑
r=1

Scrvr = 0,∀c ∈ C (1)

In a pathway, each irreversible reaction only participates with a positive rate
(Equation 2).

∀r ∈ R, vr ≥ 0 (2)

Any pathway for the specific GSMN can be represented by a flux rate v that
meets Equations 1 and 2. We refer as primary constraints to the two conditions
expressed in those two equations. The primary constraints let us construct a
linear program that can be solved using the Simplex Algorithm. There are some
efficient implementations of simplex algorithm in tools such as CPLEX [7] or
CLP-COIN [5].

A pathway is also an EFM if it is non-decomposable, that is, v is not a
positive lineal combination of other minimal flux rate vectors. LP approaches
are not only focused on the the extraction of EFMs but also in pathways which
do not comply with the non-decomposability condition.

2.2 Linear programming

Given the primary constraints, a clean linear program can be directly posed as
shown in Equation 3.

Minimize
n∑

i=1

vi (3)

subject to S · v = 0

vi ≥ 0 ∀ri ∈ R
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This clean linear program is minimally restricted by the primary constraints
and, therefore, the system S · −→v = 0 is homogeneous and usually has infinite
solutions (so, in particular the linear programming problem is feasible) but the
optimal solution of the linear program is always the trivial one, −→v = 0. To
get non trivial solutions we must define additional constraints. An additional
constraint is a set of individual conditions imposed over the variables of the
program.

The main objective of any approach is to find non-trivial feasible solutions
of the linear program, which is a sine qua non condition to be a pathway. Meta-
heuristics are very commonly used to generate new sets of constraints using pre-
vious ones and statistics of failure or success during the exploration. Often, LP
approaches use previous obtained solutions to evolve them to a set of new con-
straints, and they use trial and error to fix the potential infeasibilities than can
be inferred from the information obtained during the procedure. These strate-
gies need to collect statistics to direct correctly the evolution of the constraints
and to prevent signs of exhaustion producing seeds for future iterations. Given
the kind and the size of the problem, the collection of additional information
along the exploration can produce extra memory consumption and some others
inefficiencies.

2.3 Additional constraints

Methods based on linear programming require the execution of the LP solver
one time to obtain each pathway. In each execution, the linear program has to
be additionally restricted to obtain a new pathway. A constraint is a subset
A ⊆ R of reactions that will be forced to be present or absent in the pathway
to be obtained. Equation 4 shows an additionally restricted LP in which all the
reactions of A have been forced to have a flux rate greater than 0.

Minimize

n∑
i=1

vi (4)

subject to S · v = 0

vi ≥ 0 ∀ri ∈ R
vj > 0 ∀rj ∈ A,A ⊆ R

The objective of the inclusion of each additional constraint is to induce non
trivial, thermodynamically feasible and different solutions from the previous
ones. We know that the clean linear program (3) has feasible solutions, but
adding constraints can make the full linear program (4) infeasible. Another very
frequent phenomenon has to do with repeated solutions associated with differ-
ent sets of constraints (that is, we can impose different constraints to our clean
linear program and obtain the same pathway). Different extraction methods of
pathways based on linear programming differ precisely on how to generate new
additional constraints for the original clean program.
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Putting aside the problem of unwanted repetitions, the main objective is to
build valid additional constraints for posing feasible linear programs to the LP
solvers. We call feasible constraint to those that let pose feasible LP.

In order to clarify our approach, we call positive constraint to that which
forces the presence of one or more reactions in the resulting pathway. Equation
5 shows a minimal additional positive constraint composed only by the reaction
rs ∈ R.

vs > 0 (5)

We call negative constraint to that which forces the absence of one or more
reactions in the final solution. Equation 6 shows a minimal additional negative
constraint composed only by the reaction rt ∈ R. The combination of both types
of constraints will be called a non-positive constraint.

vt = 0, rt ∈ R (6)

3 Discussion

3.1 About positive conditions

In order to know if a linear program is feasible or not, the LP solver has to
be invoked. The amount of possible additional constraints is extremely high in
GSMNs, so passing through all this combinations to classify them as feasible or
not is a problem with combinatorial complexity order (Equation 7).

O(|R|) = 2|R| − 1 (7)

On the other hand, it would be desirable to know when an additional con-
straint A is incompatible with the other constraints (i.e., produces an infeasible
result) to discard it before posing infeasible linear programs, thus saving time
and computational resources.

Be s ∈ R a reaction, s is an infeasible reaction if being the only additional
positive constraint it produces an infeasible linear program. The Equation 8
shows the LP that has to be solved for each individual reaction.

Minimize
n∑

i=1

vi (8)

subject to S · v = 0

vi ≥ 0 ∀ri ∈ R
vs > 0 rs ∈ R

An infeasible reaction makes the problem infeasible either alone or within
an additional positive constraint. Also, we have empirically found for many

EXTENDED ABSTRACTS IWBBIO 2018

125
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metabolic reconstructions that no additional positive constraint produces a fea-
sible linear program when an infeasible constraint is present. The combination
of both statements must be studied.

To know if a reaction is infeasible we have to solve one linear program for ev-
ery reaction as individual positive constraint. An LP solver reveals if the problem
is feasible or not and a solution in the positive case. Be LPfeasible a function
that using the LP shown in the Equation 8 returns if the LP problem is feasible
or not. Algorithm 1 shows how to calculate the set I of infeasible reactions.

Algorithm 1: Calculation of infeasible reactions

Data : Matrix S, set of reactions R
Result: Set I of infeasible reactions

I ← [];
for s ∈ R do

if notLPfeasible(S, s) then
I ← I + [s];

end

end

Let us use the term feasible reactions to refer to those that are not infeasible.
R′ is the set of feasible reactions from R, calculated like shows the Equation 9.

R′ = R− I (9)

Additional positive constraints have some properties that allow to character-
ize them as feasible or not without having to invoke to the LP solver for any one
of them. Be u and v two flux vectors obtained as a solutions of a linear program
conditioned with (1), (2) and their respective positive set of constraints A1 and
A2. Be A = A1∪A2 another positive condition. The linear program additionally
constrained by A has at least as feasible solutions the set of all linear combina-
tion of u and v with (strictly) positive coefficients. That can be demonstrated
in basis to those two feasible LP are homogeneous systems of linear equations
(10).

S∆(λ1∆u + λ2∆v) = 0, λ1, λ2 > 0 (10)

vj > 0, vj ∈ A

The same idea is shown in Figure 1. Given two constraints used respectively
as a positive constraint to obtain the respective feasible subgraphs, the resulting
graph of the addition of both subgraphs fulfills all the constraints at the same
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time. From a graphical perspective, all the additional positive constraints mean
the obligation to include each reaction in the final graph or pathway.

Fig. 1. (a) and (b) represents respectively the graph equivalent to the flux vectors u
and v. (c) is also a feasible and steady-state subgraph of the GSMN and is the result
of the addition of (a) and (b)

As stated above, the inclusion of any infeasible reaction in any additional
positive constraint produces an infeasible problem as well. On the contrary, the
above discussion tells us that an additional positive constraint is feasible if only
includes feasible reactions, that is, A ⊆ I.

Given |I| the cardinality of I, the amount of infeasible combinations of reac-
tions is expressed in Equation 11. This (possibly huge) amount of combinations
could be automatically discarded as additional constraint from any pathway
extraction approach because none of them produces a feasible linear program.

2|I| · 2|R
′| − 1 (11)

Using R′ instead of R means also that we are working only with the portion of
the GSMN that can produce feasible LP programs. In terms of the model, it can
be considered that the data have been curated. This has evident implications on
how much biological significance we can obtain using LP even considering R and
the full GSMN. Hypothetical GSMN builtin infeasibilities bound the amount,
quality and biological significance of the potential solutions that can be found
using linear programming.

Finally, it has to be remarked that the combinatorial problem that has been
placed at the beginning of the subsection becomes in one of linear complexity due
to the fact that it is needed less than |R| LP iterations to classify every reaction
as feasible or not. The exploration of any subset of additional constraints reduces
drastically the complexity as shown in Equation 12.
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O(|R|) =
|R|
3

+ 2|R
′| − 1 (12)

It can be concluded that the important task of classifying each reaction as
feasible or not should be done as a first step before trying to find pathways.

3.2 Reversible reactions

Usually, as a previous step to pose the linear program, the stoichiometric matrix
is expanded decoupling reversible reactions [3]. The pair of reactions resulting
from a reversible reaction has to be considered thermodynamically feasible when
they both have positive flux rates. Obviously, the presence of both reactions in
the final pathway may have biological sense, but it can be mathematically simpli-
fied with the presence of the reaction with the greatest flux rate but substracting
the other rate.

Without loss of generality, let us consider S a matrix already decoupled and
R the set of reactions from that S. Be s, t ∈ R reverse reactions resulting from
decoupling a reversible reaction. Analyzing the feasibility of s, an additional
positive constraint containing s is feasible if, as well as Equations 1, 2 and 5,
there is a feasible solution meeting Equation (13).

vt = 0 (13)

As stated above, we are interested in classifying each individual reaction as
feasible or infeasible. When the reaction is one of those decoupled reactions, the
additional constraint (Equation 13) lets us check if the reaction s is feasible. The
same must be checked from the point of view of t.

The core of the function LPfeasible must be extended to consider the re-
versible reactions (see Equation 14).

Minimize

n∑
i=1

vi (14)

subject to S · v = 0

vi ≥ 0 ∀ri ∈ R
vs > 0 rs ∈ R
vt = 0 rt ∈ R, rt = −rs

Regarding the importance of studying separately the reversible reactions, a
systematic exploration through the stoichiometric matrix should be done because
some reactions can be respectively reverse one of the other despite of they are
not strictly the both senses of a unique reversible reaction.
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3.3 Estimated impact

The benefits of our proposal can be calculated theoretically as the probability
of choosing k reactions from R expecting everyone to be feasible. As shown in
Equation 15, the probability depends on |I| and |R| but also on the size k of the
set of additional positive constraints A.

(|R′|
k

)(|R|
k

) =
k∏

i=1

|R′| − i− 1

|R| − i− 1
(15)

The lower is the probability, the higher is the savings using R′ instead R. The
assumption is that the feasible sets of reactions are distributed evenly between
infeasible. In general, the distribution of the subsets depends on the strategy to
build the additional constraints. The most equitable strategy is to chose reactions
randomly.

Equation 16 shows an approximation of the probability for high values of |R|
and reasonable values of k. This approximation allows us to observe two facts.
The first is the weight of the ratio |R′|/|R| in the formula of probability. The
second is that as k rises, the probability of A to be feasible decreases dramatically.
In the opposite, knowing the composition of I the probability of build an A
feasible is 1.

k∏
i=1

|R′| − i− 1

|R| − i− 1
≤
(
|R′|
|R|

)k

(16)

4 Case studies

LP infeasibilities can be produced while the LP is formed but some of them
are inherent to the cell reconstruction model. It is evident that in that case
computation resources and time are wasted. The benefits of our proposal can be
quantified for any stoichiometric matrix.

To measure the real impact of our proposal, the presence of infeasibilities
has been checked for some of the most used metabolic reconstructions. Table 1
shows the results of the analysis of the infeasibilities.

Reconstruction |R| |I| |R′|
iAF1260 3234 708 2536
E. coli core 154 16 138
[17] 33 6 27

Table 1. Reactions on each reconstruction. Columns are amount of reactions. Infeasi-
bilities due to unique reactions.
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iAF1260 is the reconstruction of the E. coli K-12 MG1655 organism [4].
iAF1260 stoichiometric matrix, once decoupled, has 3234 reactions and, a priori,
any of them is a valid candidate for being included in a pathway that meets the
aforementioned primary constraints. After the analysis using the Algorithm 1,
708 reactions have been declared infeasible, that is, the inclusion of any of them
(or a combination of them) in a additional constraint for the clean linear program
gives an infeasibility as a result.

The core E. coli metabolic model [12] is a subset of the genome-scale metabolic
reconstruction iAF1260. It is described as an educational guide and includes 154
decoupled reactions. As Table 1 shows, 16 of them would hinder the search of
any feasible and steady-state pathway. Digging into the constraints of one in-
feasible LP over core E.coli, Equation 17 shows a typical aspect of an infeasible
constraint. In this case, infeasible reactions are reactions from an unfolded re-
versible reaction, as it frequently occurs .

succoac : −SUCOA rev + SUCOAS +AKGDH = 0 (17)

subject to

ad1 : SUCOAS > 0

ad2 : SUCOAS rev = 0

ad3 : AKGDH ≥ 0

As it can be inferred, a positive constraint composed only by the reaction
SUCCOAS drives to an infeasible linear program if its respective reverse re-
action SUCOAS Rev is forced to have null flux rate. The way to know if a
reaction is well represented in the metabolic reconstruction studied is to force
its reverse reaction to be absent. In this case the reaction SUCCOAS is not well
represented or its presence cannot be used by LP techniques. Only its reverse
SUCCOAS rev will be found in extracted EFMs or pathways by any method
based on LP.

Fig. 2. Graph showing the infeasible reaction SUCOAS

SUCOAS SUCOAS rev

succoa c

AKGDH
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Figure 2 shows the graph representation of the Equation 17 where the unique
infeasibility of the reaction SUCCOAS appears. Table 2 shows the full set of
infeasible reactions from core E. coli metabolic model.

Subset of core Ecoli reactions
SUCOAS
EX fru(e)
EX fum(e)
EX glc(e)
EX gln L(e)
EX mal L(e)
EX o2(e)
EX pi(e)
RPI
ACONTa rev
ACONTb rev
ADK1 rev
EX for(e) rev
G6PDH2r rev
O2t rev
PIt2r rev

Table 2. Infeasible reactions included in the core Ecoli model

We have analyzed also the stoichiometric matrix used in [17] and 6 of the
33 decoupled reactions are infeasible. The time and resources saved in the worst
case can be potentially considerable in any size of stoichiometric matrix. The
higher is |I| the higher are the computational/time savings.

Our proposal uses linear programming to detect infeasible reactions, but this
set of infeasible reactions can be used by any of the current methods to extract
EFMs or pathways even if they do not rely on linear programming as calculation
strategy. Obviously, if the method relies on linear programming the benefits can
be translated into saved invocations to its respective linear programming solver.

5 Results

Assuming no knowledge at all about I, the probability of building a feasible A
with k reactions is the same as the one of choosing k feasible reactions from R.

Figure 3 shows the probability expressed in Equation 15 depending on the
size of the additional constraint k. It also shows the impact of using R instead of
R′ for the iAF1260 and core E.coli reconstructions respectively to illustrate the
results. The optimal case would be probability 1 but this is only possible when
we chose all the constraints from R′.
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Fig. 3. Probability of getting a feasible LP using a random additional constraint
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Fig. 4. Amount of solved LPs to get 10000 pathways or EFMs considering the size
k of the set of additional constraints for iAF1260 reconstruction.
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Fig. 5. Obtained feasible LPs (y-axis) after different amount of LPs execution,
given a randomly built set of constraints with k reactions for the iAF1260 recon-
struction.
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given a randomly built set of constraints with k reactions for the core E.coli re-
construction.

EXTENDED ABSTRACTS IWBBIO 2018

133
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Figure 4 the amount of solved LPs needed to get 10000 pathways or EFMs
considering the size k of the set of additional constraints for iAF1260 reconstruc-
tion. If k ≥ 20, more than 30 times more LPs have to be executed to get 10000
feasible solutions.

Figure 5 shows the linear relationships representing the rate of obtained fea-
sible LPs with the decreasing slopes depending on k for iAF1260 reconstruction.
An small k could give acceptable rate of feasible LPs with constraints from |R|.
As the subset of reactions taken from R raises, the slopes and the probability of
building a feasible LP problem decreases.

Figure 6 illustrates the same behavior for the core E.coli reconstruction. The
comparison between both figures shows that the slope decreases more when the
ratio |R′|/|R| gets lower.

Theoretical calculations can be simulated by an asymptotically long enough
execution of one hypothetical program to search pathways generating randomly
huge amounts of possible sets of additional constraints (and thus LPs) in R.
The simulation of experiment over R and R′ separately is done using random
constraints so the feasible problems are distributed evenly between the infeasible
ones.

Depending on the method used to generate the additional constraints the
computational savings can vary during the execution, but if theoretically we
would pass through all the possible combinations the saved efforts can be sub-
stantial using R′. What is clear is that is preferable to explore solutions among R′

that only contains feasible reactions to be able to solve mathematically biological
questions.

6 Conclusion

Metabolic reconstructions are made to model the cell using the available and
proven data and also keeping some reactions or metabolites to provide the most
real scenario as possible. Some inclusions are required to adjust thermodynami-
cally the reactions and some other parts may be incomplete due to the fact that
the reconstruction of the metabolic map is a simplification of the full map or
because the entire map is not fully known. From a biological point of view, any
reaction that has been included in a metabolic reconstruction is feasible under
the proper balance conditions.

Metabolic infeasibility refers to the impossibility to get an scenario where
some metabolic reactions occur against their thermodynamic right sense. Lin-
ear programming infeasibility refers to the impossibility of getting a compatible
solution with all the added constraints. This is a mathematical issue. To be rig-
orous, the presence of incompatible built-in constraints joined to the primary
constraints must be mathematically checked. Although finding LP infeasibilities
does not mean anything against the biological validity of the reconstruction of
reference, it can suppose a big difference from the point of view of time and
resources that require the pathway extraction methods.
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The computational cost associated to the task of retrieving pathways and
EFMs en GSMNs can be extremely high when considering large networks. There-
fore, methods to alleviate this computational effort can help to extract mean-
ingful biological information from these networks in reasonable time. Here we
have proposed a method that accounts for this problem. Avoiding infeasibilities
is a key point in every pathway extraction method for GSMNs. Our results per-
mits to do a previous curation of the stoichiometric matrix that assures that
no infeasible problems will be formulated when the approach chosen is linear
programming. This proposal can be viewed as a previous stage for any existing
method and can help to simplify their implementation improve their efficiency.

The benefits of our proposal are the savings of computational resources re-
ducing the amount of LP executions, the floating-point calculations, the amount
of variables in the proposed linear program and finally reducing drastically the
mean time per LP successful solution. Besides, it cleans out the stoichiometric
useless data from the point of view of linear programming and anticipates if one
biological question can be answered with the used stoichiometry.
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Abstract. Over the last decade saliva has been increasingly regarded as a source 

of nucleic acids and proteins, which can be used as biomarkers, both from the 

host and the microbiome. Major advances in capillary electrophoresis 

performed in automated systems enable an efficient separation of proteins in 

reduced sample volumes and can be easily applied to saliva samples. This 

strategy allows the establishment of individual profiles with characteristic 

patterns reflecting each individual molecular phenotype - SalivaPrint.  The 

premise is that some physiological or pathological conditions may be identified 

by specific protein profiles, reflecting dysregulated molecular mechanisms. 

The analysis of the information from SalivaPRINT allows for the identification 

of salivary profiles characteristic of different physiological conditions.  

To date, there were no computational strategies that would systematically and 

automatically collect, integrate and visualize capillary electrophoresis data. In 

this work we present SalivaPRINT Toolkit, a computational strategy to analyze 

SalivaPRINT data, demonstrating some of its applications and identification of 

the improvements needed. By retrieving information from the data present in 

multiple profiles and analyzing them with computational strategies it is 

possible to address different health status dimensions. By comparing 

individuals affected with a particular condition or pathology with healthy 

standards, SalivaPRINT Toolkit can identify the altered proteins and provide 

molecular clues to which are the underlying dysregulated pathways or 

mechanisms involved in each condition. Furthermore, by collecting and 

analyzing samples from different stages of a particular disease and using 

clustering techniques, it is possible to achieve a better understanding of the 

pathologic spectrum, co-morbidities and its evolution over time, allowing 

patient stratification and leading to a personalized medicine approach. The 

ultimate goal of SalivaPRINT Toolkit is to support a non-invasive, easy and 

cost-effective diagnostic method. This work communicates recent discoveries 

of the SalivaTec research group (http://salivatec.viseu.ucp.pt) using salivary 

electrophoretic profiles applied to different conditions such as type 2 Diabetes 

Mellitus, Periodontitis and Coeliac disease.  
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Abstract. It was commonplace to say that a protein needs a structure 

to function. But in the last two decades it became clear that a biological function 

doesn’t necessarily require a stable structure. While ordered proteins have a well-

defined tertiary structure on their own, intrinsically disordered proteins (IDPs) 

are highly flexible, fluctuating between many alternative conformations. Their 

disordered nature enables them to fulfill several vital biological roles in the living 

cell, they participate in transcription, cell signaling, regulation, and stress-

response.  Disordered proteins rarely act alone; they are key elements of protein-

protein interaction networks, often playing crucial roles in signal transduction. In 

recent years it became clear that in line with their essential functions, many IDPs 

are involved in disease development. 

Protein complexes formed by ordered proteins have been well studied 

in the past. The growing number of known disordered proteins and their functions 

motivate us to analyse interactions in complexes, where either one, or all 

participating protein partners are disordered. Protein complexes formed 

exclusively by disordered proteins were a little bit of grey of protein interactions. 

These interactions are unique because the interacting complexes are ordered, 

while all participating proteins are unstable when separated (through a process 

termed mutual synergistic folding (MSF)).   

Although these interactions are vital for the living cells and some 

solved MSF protein complex structures are quite well known, we need an orders 

of magnitude larger dataset to analyse these type of interactions. Mutual Folding 

Induced by Binding (MFIB) - available at http://mfib.enzim.ttk.mta.hu/ - is a 

repository for protein complexes that are formed exclusively by IUPs. As these 

proteins lack a well-defined 3D structure in their monomeric form, their folding 

is induced by the assembly of the complex. MFIB contains over 1400 complex 

structures organized into 205 entries.  These entries came from all three domains 

of life and also include complexes from viral proteins shedding light on the 

importance of synergistic folding in host–pathogen interactions.  

 In order to understand and to analyse interactions formed by IUPs, we 

also need the Disordered Binding Site (DIBS) database - available at  

http://dibs.enzim.ttk.mta.hu/. DIBS is a repository for protein complexes that are 

formed between IDPs and globular/ordered partner proteins (coupled-folding-

and-binding).  DIBS contains more than 1500 protein complexes grouped to 772 
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entries. This repository also provides the dissociation constants of their 

interactions, as well as the description of potential post-translational 

modifications modulating the binding strength and linear motifs involved in the 

binding.  

With the previous studies of globular proteins and using information 

from MFIB and DIBS, for the first time we are able to get a full view of the entire 

spectrum of the IDP interactome. In this talk we would like to highlight the 

differences between various types of interactions mediated by IDPs - in terms of 

sequence, structure, function and its regulation. This work can be the cornerstone 

of the basic understanding of how the interplay between protein folding and 

interaction modulates critical properties of the resulting complexes.   

 

Keywords: disordered protein; mutual synergistic folding; protein-protein interaction; coupled 

folding and binding 
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Nociceptin/orphanin FQ (N/OFQ) is a peptide involved in the activation of a cellular pathway 

resulting in the inhibition of cAMP synthesis and in the increase of membrane permeability to K+. The 

nociceptin receptor (NOP) activation controls biological functions and physiological effects noted in the 

nervous system (central and peripheral), the cardiovascular system, the airways, the gastrointestinal 

tract, the urogenital tract and the immune system spectrum (1-3).

Non peptide antagonists of the nociceptin receptor (NOP) are widely studied for their possible clinical 

use as antidepressant drugs (4), and recently, the structures of NOP in complex with some piperidine-

based antagonists have been revealed by X-ray crystallography, giving outstanding informations on the 

role of some key residues for the affinity and the selectivity profile of those molecules. On the other 

hand, selective non peptide NOP agonists have shown significant efficacy for anxiety and pain(5), but 

the structure of activated NOP is still not known apart from “in silico” studies(6).  

In this study, a Multi-Flexible docking procedure, i.e. docking to multiple receptor conformations, 

together with hybrid quantum mechanics / molecular mechanics (QM/MM) simulations have been 

carried out to provide the binding mode of some novel NOP agonists, to be compared with the binding 

mode of antagonists. According to our results, and in analogy with what is known from the comparison 

of the crystal structures of the inactive and active μ-opioid receptor, the overall structural differences in 

the orthosteric binding pockets are rather small. In the case of piperidine-based agonist compounds (e.g. 

compound AT-127, Fig. 1 and Fig. 2, orange sticks), the pivotal role of residue D1303,32 (upper indexes 

are Ballesteros-Weinstein notations) is analogous to that of the already known X-ray structures of 

antagonist-bound opioid receptors. The comparison with the crystal structure of inactive NOP in 
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complex with to compound C24 (Fig. 2, black wires) reveals that the agonist AT-127 can be 
accommodated in a receptor conformation having a small outward movement of helix 6. In this 

conformation the aromatic side chain of residue W2766,48 has moved toward the core triad formed by 

F2726,44, P2275,50 and T1383,40. This early movement, could be associated to the destabilization of the 

core conformation, that in turn, in the presence of the agonist in the orthosteric pocket and the G-protein 

at the cytoplasmic side, triggers the receptor toward an activated conformation. 

Fig. 1 Fig. 2 
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Abstract

Pathological bulges of the blood vessels, especially aneurysms in the abdominal
(abdominal aortic aneurysm, AAA) or thoracic aorta (thoracic aortic aneurysm,
TAA) are a highly underestimated problem. According to Criqui et. al. these dis-
eases affect 12 to 14 % of the population. However the asymptomatic course of
the diseases in most patients and the misinterpretation of the initial symptoms,
in about one third of the symptomatic patients, lead to a categorical under-
diagnosed clinically situation. A supplementary non-invasive method, which is
independent of the examiners experience, would be highly desirable for early
diagnosis at the family physician level. The aim of this study is the develop-
ment and validation of a methodology to classify the above mentioned vascular
pathologies using non-invasive cardiovascular pressure and flow measurements.

For this purpose, we studied the classification performance of a naive Bayes clas-
sifier, based on pressure and flow signal intervals and amplitudes. The features
were extracted from artificial pressure-flow signals generated by the numerical
cardiovascular modeling tool SISCA, that describes the blood flow in the cardio-
vascular network based on the theory of Westerhofs et. al. in a zero dimensional
lumped parameter approach. The model under consideration contains 123 seg-
ments, including 25 terminal segments. The boundary conditions at the inlet
segment is driven by an input pressure time series within the pressure range of
80 to 120 mmHg and a heartrate of 75 bpm. The blood viscosity was chosen to be
4 mPa s, the lumped elements are modeled using a linear visco-elastic behaviour.
For each segment, there are two time series, one for the pressure and one for the
flow, leading to a total number of 2 ·Ns = 2 · 123 = 246 artificial pressure flow
signals, where Ns is the total number of segments. The network equations are
solved using the lsim Matlab (Mathworks) solver within the SISCA simulation
tool published by Huttary et. al.
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Besides the control group of normal patients, the variational scenario is based
on two pathological conditions of the AAA and TAA with different extension
and location. The nominal cross-sectional areas were enlarged between 200 %
and 600 %, while the length of the aneurisms were modified within a range of
30 and 90 mm. Segments of the aorta with a cross sectional area of less than
300 % are considered small, between 300 and 400 % are considered medium
and greater than 400 % are considered as large aortic aneurysm. The model
parameters within the pathology Segments were varied randomly within their
uncertainty ranges using the Monte-Carlo method. Finally the pressure and flow
waveforms were collected at carefully chosen locations in the left leg/ arm using
a global sensitive analyses method presented by Gul at. al.

The high parameter dimensionality and hence the costly experimental situation
was optimised using the design of experiments (DOE) method, so all variables
were considered in a minimal number of experiments, and the result was verified
by the bootstrap method to find a 95 % confidence interval of each parameter
for each state variable, that lies within ± 5 % uncertainty as compared to the
mean value of all simulations. To cover the entire range of parameter spaces with
reasonable computational cost, Latin hypercube sampling (LHS) was used. The
minimum number of simulations for each parameter to achieve uncertainty in
the main sensitivity index below ± 2% uncertainty as compared to the mean
value of all simulations, is satisfied for values greater 3500.

The classification features were preselected according to the optimal measur-
ing sites for the disease obtained by sensitivity analysis proposed by Gul et. al
and by a combination of the variance and covariance of the measurement set.
Depending on the number and type of pathologies, a combination of several
measuring points is useful to improve the classification quality. Detection and
classification with this preselection method feature matching performs extremely
rapid by using the variance and variance covariance matrix. Additional the fea-
ture extraction and dimensionality reduction was effectively performed by using
Principal Component Analysis (PCA).

The classification performance was evaluated using sensitivity, specificity, classi-
fication accuracy and mean squared error (MSE). Depending on disease severity,
the procedure achieved a global testing classification accuracy of over 90%.

We assume that the method will improve of the cardiovascular signals in the
early diagnosis of diseases in near future in a diagnostic decision support sys-
tem. The naive Bayes classificator has shown good results for artificial signals,
however it is planned to apply the method to clinical data in near future.

Keywords: Classification, naive Bayes, cardiovascular pathologies, aneurysms,
pressure-flow signal, design of experiments, feature selection, bootstrap, Monte
Carlo, Latin hypercube sampling, sensitivity analysis
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The oxidative folding pathway of disulfide peptides has been described by two 
extreme modes or pathways with a large group of proteins falling in between these 
extremes[1,2]. In such a situation, it makes sense to exhaustively sample the 
conformations visited by such cysteine rich peptides to make meaningful 
deductions. We chose Tridegin, a 66-mer peptide as candidate given its biological 
relevance in blood coagulation[3,4] and its ability to form three different disulfide 
bonded isomers[5] with one of its disulfide combination (between C19 and C25) 
being consistent amongst all three isomers. We have started an in silico oxidative 
folding experiment of this peptide using successive differently scaled all atom 
molecular dynamics simulation. Since no resolved structures are present for any 
of the three isomers, threaded optimized models of the same serve as primary end 
points to the folding process. Currently, a run of ~3 μs shows the appearance of 
short helixes observed in all three isomer models. Interestingly the C19 and C25 
residues appear to approach each other (presently 6 Å distance between Sγ 
atoms) in the manner of generating native disulfide bonds after overcoming side 
chain interaction thresholds.  On a significantly longer time-scale of simulation we 
would eventually like to find out if the natively folded consistent disulfide bond acts 
as master regulator for all downstream folding in this protein. 
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Abstract. Dynamic properties of red blood cells are closely related to
their elasticity parameters. Elasticity parameters influence stretching and
the return to original shape. With a correctly chosen simulation model we
are able to approximate the results of biological experiments. Elasticity
parameters are used to preserve a triangular grid, which is the base
for our spring-network model. The elastic properties of our model are
provided by six elastic moduli.
One of the parameters is viscosity. Viscosity influences dynamic of the
experiments during cell movement and it also influences the change of
the cell shape. Viscosity can be implemented in the computational model
in two ways. Both methods work with the size of the edge of the trian-
gular grid between two points and the difference of velocities of these
two points. In the first method, viscous force is calculated using the dif-
ference of the velocities of the two points. The second method projects
the resulting difference a perpendicular on the edge of the two points.
Resulting force is then calculated from the projected velocity. Results
were obtained with a suitably chosen simulation model. These results
indicate a difference between the specific implementations of the viscous
parameter. The following chapters reflect work in progress.

Keywords: red blood cell, viscous parameter, computational modeling,
simulation

1 Introduction

Microfluidic simulations are based on interactions between objects representing
red blood cells in the fluid flow [1, 2].

Flow of liquid: Based on the lattice-Boltzman method, it is assumed that the
space that fills the liquid is divided into evenly distributed points in the cubic
network. This grid is fixed throughout the simulation time. More details can be
found in [3].

? This work was supported by the Ministry of Education, Science, Research and Sport
of the Slovak Republic under the contract No. VEGA 1/0643/17 and by the Slovak
Research and Development Agency under the contract No. APVV-15-0751
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Object representing the red blood cell: The object is described by points that
together form a triangular network representing the surface of the red blood
cell. Red blood cell elasticity assured by six elastic moduli - stretching, bending,
local and global area, volume and viscous modulus. The main idea for them was
taken from [4]. The first 5 moduli were adapted for our needs in [5]. The viscous
modulus was taken from [6].The first 5 elastic moduli maintain the cell membrane
shape. The viscous modulus complements other moduli, but its primary role is
not shape preservation. The force generated by viscoelastic modulus is opposite
to the force acting during the change of the cells form. Specifically, the faster
the cell shape changes, the greater is the viscous force acting in the opposite of
this change. The force is calculated as

Fvisc(A,B) = kvisc
∆Lab(t)

∆t
nAB (1)

where kvisc is viscoelastic coefficient and ∆Lab(t)
∆t is speed of deformation and

nAB is vector determining the direction of the force. More details can be found
in [7, 8].

Fluid-Object Coupling: Describes movement of objects in fluid. Immersed
objects are characterized by boundary points. The movement of these points
originates from the interaction between the fluid force and the boundary points
and vice versa. Speed of a boundary point is the same as the fluid velocity that
is recalculated at the same point.

2 Viscosity

When a cell moves in dynamic systems, the cell membrane is torn and deformed.
Dynamic systems include all options when the cell moves, rolls or changes shape.
Deformation of cells is characterized by elastic and viscous properties. They
define the direction in which the membrane bends, stretches or shrinks. Viscosity
always acts against this change and thus slows down the deformation of the
membrane. It is important to remember, that viscosity is only relevant in the
dynamic system, therefore in static experiments such as cell sedimentation, its
should be set to zero.
Viscosity can be implemented into the model by two principles. Both of them
we can found in [9].

1. principle: Figure 1 shows two points of the network connected by a common
edge L, moving at velocities v1 and v2. In general, these velocities are not
equal. The relative velocity of the first point with respect to the second point,
is given by the velocity difference v2- v1. Viscosity acts against this relative
velocity. Therefore, viscous force can be defined as a negative multiple of
this difference by

Fvisc = kvisc(v2 − v1). (2)

This approach has been used for example in [10].
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Figure 1. The first principle of viscosity

2. principle: If we consider viscosity as a mechanism which acts only against
the change of the edge length, we have to project the relative velocity in
the direction of the edge (Figure 2). Therefore, we include projection of the
speed in our computations. Meaning that we will velocity project on the
edge L. This can be written in the following equation:

Fvisc = kvisc(projectL(v2 − v1)). (3)

Second principle seems more natural to us and should better reflect the
properties of the biological membrane.

Figure 2. The second principle of viscosity

3 Current simulations

We verified the influence of the membrane viscosity on two simulations. Both
of them were performed in a cubic box, and we used a sphere-shaped object
situated in a centre of the channel. In the first simulation, we chose two points
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with a common edge that show the highest rotation period during the simula-
tion. Thus, the points whose rotation frequency is as large as possible. In the
second simulation, we have chosen points that have the lowest possible rotation
frequency. During rotation, these points move at a given velocity and direction.
For the first pair, the vectors of velocities are quite comparable (Figure 1,2). For
the second pair, the vectors should be opposite. Then the resulting viscous force
should be significantly different for the second pair (Figure 3).

Figure 3. The difference of viscous force in the first and second implementations

As we mentioned before, the viscous force acts during the change of the shape
of the cell. The form of the sphere changes only a little during its rotating, so a
correctly adjusted viscous force should be small, as well.
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Due to the rapid development of computer and information technology there has 

been collected a huge amount of information on the structures of chemical 

compounds. By 2018, the world's largest repository of chemical information 

PubChem contains 94,703,175 components, Mol-Instincts - more than 2.85 million 

components, DETHERM - about 11.3 million of data set, etc. The prediction of the 

“structure-property/activity” dependence (QSAR) of new drugs with prescribed 

properties is a multi-stage and expensive procedure, requiring on average about 100 

million dollars on the research of one candidate. 

The urgent task is the development of new innovative technologies for the 

computer molecular design of drug compounds based on bioinspired approaches of 

artificial intelligence. Nowadays, in the world practice there are no universal 

algorithms for solving this problem, because the results of modeling largely depend 

on the initial data set. The development of new modified algorithms of Artificial 

Immune Systems (AIS) [1], based on the immunological reaction of the organism 

during the invasion of foreign antigens, is also actual. Under the AIS there is meant 

information technologies that use the concepts of theoretical immunology for solving 

various applied problems. AIS have the following advantages: memory, training 

ability, distribution and self-organization, a high degree of parallelism [2]. 

The developed multi-agent technology for prediction the “structure-

property/activity” dependence of drugs allows to choose that algorithm of preliminary 

data processing (Random Forest, Genetic Algorithm, Gray Wolf Optimization, etc.), 

which after solving the image recognition problem on the basis of various AIS 

approaches (Immune Networks Modeling [3,4], Clonal Selection, Negative 

Selection,) and estimating the generalization error will give the best prognostic result 

(Fig.1). 

Therefore, the proposed multi-agent technology has a set of advantages. This is 

primarily the ability to solve the problem of image recognition of chemical 

compounds, that are on the boundary of non-linearly separated classes, and to 

recognize chemical compounds with an almost identical structure, but having 

completely different properties. 

 Corresponding author. E-mail: zarinasamigulina@mail.ru
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Fig. 1. The technology for prediction of the "structure-property" dependence of drugs based on 

approaches of artificial immune systems  

The work was carried out according to the grant of the KN MES RK on the theme: 

"Development and analysis of databases for the information system for prediction the 

"structure-property" dependence of drug compounds based on artificial intelligence 

algorithms" (2018-2020). 
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Abstract --- In this work, a 3d numerical study for double shell 
the leukemia cell impedance is presented. A capacitive sensing 
based technique is used to extract the cell Clausius-Mossotti. The 
spherical and non-spherical shapes are considered in this work. We 
found the impedance of non-spherical leukemia shape is higher 
than the spherical leukemia shape by 10%.  A full study of 
impedance for different shapes of the normal and malignant white 
blood cell using numerical simulators also is presented. The cell 
position over the sensing electrodes and their effects also is 
considered to capture the exact impedance value.  

Keywords: Impedance, Leukemia, double-shell, 3d numerical 
simulation

I. INTRODUCTION

The biological cells carrying different electrical properties can be 
used to differentiate not only between cell sources but also 
between the infected and healthy cells that obtained from the same 
source [1]. Among these electrical properties is the cell impedance 
[2]. Such instrumentation used to measure the cell impedance is 
the spectroscopy [3]. Electrical impedance spectroscopy (EIS) is 
considered a noninvasive method used to analyze single cells, 
according to their dielectric properties as a function of frequency 
[4]. Also, EIS measures the cell size or volume at lower 
frequencies, the cell membrane capacitance, and intracellular 
features at higher frequencies [5]. The dielectrophoresis [6] and 
electrophoresis [3] forces are two techniques that used to move the 
biological cells (in 2D direction or even in the 3D plane) to extract 
different physical properties for the biological cell such as mass, 
weight, speed, moving direction and electrical properties. The 
dielectrophoresis and electrophoresis forces ideas are based on 
applying non-uniform or uniform electric fields on the cell surface 
to set up an electronics dipole. The established dipole values are 
reflecting the cell properties such as their surface area, shape, and 
internal structure. An interfacing system can be designed to extract 
the electrical parameters we called it a static technique, i.e. without 
moving the biological cell such as a capacitive sensing based 
technique [20]. In [10], they extracted the single shell impedance 
but ignored the non-spherical shape effects. In our analysis, the 
double shell model is used to understand the exact physiological 
phenomena of the white blood cell. [9-11, 15]. Due to the difficulty 
of introducing an accurate model for the cell (i.e., the shape of the 
cell influences the accuracy of dielectric characterization). So it’s 
important to introduce an accurate model of the cell at which most 
of the parameters are included definitely in both the normal and 
malignant white blood cell to calculate Clausius-Mossotti factor 
(CM factor) for example as described in [15]. In [4, 9] however, 
they studied the white blood  

cell using the double shell approximation to extract the electrical 
properties, but they did not consider the cell dimension in their 
calculations. In [15], they took into account the shape dependence 
(spherical approximation) in their studies but a single shell 
approximation is considered and ignoring the effects of the double 
shell and non-spherical effects. 
In this work, we analyzed the double shell approximation of the 
white blood cell of non-spherical geometric shape. 
The paper is organized as; in Section (2) the theory of operation 

which describes impedance as a function of the voltage applied on 
sensing electrodes and the current passing through the cell. 
Section (3) introduces the mathematical expression and different 
structure of white blood cell and mathematical solution of 
Clausius-Mossotti factor. Section (4) presents the system structure 
used to extract the impedance calculations for the normal and 
malignant white blood cell and the results. The conclusion and 
remark are presented in Section 5. 

II. THEORY OF OPERATION

Figure 1 shows the graphic design and the principles of the 
microfluidic system .The system is composed of chambers 
covered two main sensing electrodes which using to be a 
capacitor with dielectric constant. The cell pushed through the 
inlet of the chamber to passing through the sensing electrodes 
and vary the dielectric constant that means the capacitance of 
electrodes will different that lead to vary the impedance.  Using 
Ohm’s law to calculate the impedance (Z) [14]. Z=V/I               (1) 

Impedance contains both a phase and a magnitude, and it
consists of two main components Reactance and conductance 
which the impedance can represent by the following expression. 

Z= ���
� + �� (2)

Fig. 1. A 3D graphic Design of microfluidic system 
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III- MATHEMATICAL ANALYSIS FOR SINGLE AND
DOUBLE SHELLs 
A- Mathematical Model
The white blood cell as we mentioned in the introduction section�
can be approximated as a single shell (Fig. 2a) or as a double shell�
(Fig.2b). In the single shell approximation consists of two�
homogenous dielectric regions named; the cytoplasm and the cell�
membrane [8].

Fig. 2.A Single and double shell models

The Clausius-Mossotti factor (CM factor) of single shell can be 
represented by [8]: 

�(�)	=
�2
����−�����−1+��(��−��−��)

2−�2
����+2�����+��(��+2��+2��)
         (3)

�� = ���
����      (4) 

�� = �� ���      (5)

Where the Clausius-Mossotti factor (CM factor) for double shell 
approximation is given by [9], 
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Where (m) for medium, (cm) for cell membrane, (cp) for 
cytoplasm, (nm) for nuclear membrane and (np) for nucleoplasm 

TABLE I. DIELECTRIC PROPERTIES OF LEUKEMIA K562, T-NORMAL AND B –
NORMAL [15-18]

B- Clausius-Mossotti factor (CM factor) of Leukemia 
The CM factor real and imaginary components of the Leukemia 
can be calculated from eqs. (3,6). Table 1 lists the main leukemia 
parameters obtain from [15-18]. Fig. 3 and Fig. 4 represent the
mathematical analysis of real and imaginary components of 
Clausius-Mossotti factor (CM factor) for the double shell of the 
normal and malignant white blood cell. Fig.5 and Fig.6 show the 
obtained results Clausius-Mossotti factor (CM factor) for the 
single shell of the normal and malignant white blood cell. 

Fig.3 Real Clausius-Mossotti factor of   normal and malignant double shell 
White blood cell.

Fig.4 Imaginary Clausius-Mossotti factor of   normal and malignant double shell 
White blood cell. 

Fig.5 Real Clausius-Mossotti factor of   normal and malignant single shell White 
blood cell.

Permittivity Conductivity(S/m)
LEUKEMIA B-Cell T-Cell LEUKEMIA B-Cell T-Cell 

Membrane 8.72 11.1 12.8 < ���! 27.4*10�" 56 *10�"

Cytoplasm  70.04 60 60 0.503 0.65 1.31
Nuclear 

envelope 
17.05 85.6 17.05 9*10�# 9*10�# 9*10�#

Nucleoplasm 50.12 120 50.12 0.902 1.26 0.902
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Fig.6 Imaginary Clausius-Mossotti factor of   normal and malignant single shell 
White blood cell

 Significant differences can be noticed from Figs. (3-6) between 
the single and double shell approximations.

IV. 3D NUMERICAL SIMULATION OF
SPHERICAL AND NON-SPHERICAL WHITE BLOOD CELL 
APPROXIMATION.

In this section, the effect of the cell geometry on the 
impedance will be presented. A two proposed geometries are 
proposed in this section, spherical and non-spherical geometries 
as shown in Fig. 7. The simulation results obtained in this section 
are based on the given parameters in Table 1  

Fig.7 The ellipsoid  and Spherical structures for the cell.

A sinusoidal signal of frequencies ranged from 1 KHz up 
to10-MHz and peak-to-peak voltage is 1-V applied to the 
proposed system, Fig. 1. The electric field distribution is shown 
in Figs. (8-9) all data are analyzed by the COMSOL numerical 
simulator from 1 KHz to 10 MHz all these data were analyzed 
by the COMSOL software. 

 Fig.8 The electric field distribution all dimensions in µm.

Fig.9 The electric field distribution between electrodes .
A-�Impedance analysis

In this section, the variation between the impedance values of�
white blood cell based on the geometry is presented. 

A-1- Spherical Shape
The proposed impedance system, Fig.1 is used to calculate the 
spherical geometry shape, Fig. 7b. Three different white blood 
cells are used in this trial with spherical geometries. From Fig. 10,
a non-significant difference can be noticed between the three white 
blood cells (Leukemia, B-Type and T-Type). From Fig. 10, it was 
also noticed that leukemia has higher impedance than the other 
two-white blood cells impedance. 

Fig. 10 The impedance of the normal and malignant cell of white blood cell as 
spherical 

A-2- NonSpherical Shape (Ellipsoid shape)
Now applying the ellipsoid shape, Fig. 7b to the proposed
system given in Fig. 1. A significant difference between the
three given white blood cells is achieved, as shown if Fig.
11. This gives us a very good information about the wide
impdance spectrum of different white cells. In other words,
it is easy to differeniate between different white blood cells
if their shapes are non-spherical shapes. The non-spherical
shape can be produced by exposing the cells to a
mechanical force before testing their impedance;  for
example by applying the testing cells to columb force via
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applying an electric field to the cells.

Fig. 11 The impedance of the normal and malignant cell of white blood cell as 
ellipsoid    

c- Testing Considerations
In this section, the effect of the cell trapping between the

sensing electrodes must be taken into account. The sensing 
capacitance value will be changed according to the cell position 
(i.e., near or on the electrodes). A maximum 10 % deviation is 
achieved (Fig. 11) in case the testing cells are located between the 
electrodes or part of these cells is located on the electrode surface 
by 50 µm (Fig.12).

Fig. 12 The impedance of Leukemia before trapping and after trapping between 
electrodes  

       VII.. CONCLUSION AND REMARK
In this work, the Clausius-Mossotti factor (CM factor) of 
the normal and malignant white blood cells is studied 
analytically. Also, the effects of the single shell and double 
shell approximations are considered in this work.  The 
Spherical and non-spherical geometries are considered in 
this work. An accurate 3d numerical simulation is 
introduced to extract the leukemia cell impedance. Also, the 
cell position and system design considerations are 
considered in this work.  
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Nowadays there is a tremendous increasing interest in using capsules as tar-
geted drug delivery systems. They allow enhanced therapeutic efficacy and re-
duce side effects by controlling the drug dose released in the human body. Cap-
sules consist usually of a drug-loaded (fluid or solid) core surrounded by one or
few hydrogel layers. Such encapsulation with multiple layers enhances the me-
chanical stability, biocompatibility, protects the active ingredients from external
chemical aggression and premature degradation, and extends the sustainability
of the drug release [1]. Different technologies have emerged in the last years
to design and build layer-by-layer concentric spherical capsules [2], even though
drug release rate cannot be easily predetermined. Depending on the nature of the
encapsulated formulations and according to the final aimed therapeutic require-
ments, the typical size of capsules can range from some nano- to milli-meters.
For biomedical applications, micro-capsules are largely used [3].

For some specific applications, a thin coating shell is required to envelop the
whole capsule structure in order to protect it from external chemical aggressions
and mechanical erosion. Drug release characterization consists in tracking the
kinetics of the drug eluted from the capsule into the external targeted medium,
which is away from being an easy task. However, effort and costs of developing
and designing new optimized delivery devices can be dramatically reduced if the
release mechanism is understood in advance using appropriate computational
models. Here, we are interested in mechanistic models, because they allow a bet-
ter understanding of the underlying mechanism of the drug release by tracking
the influence of each physical input parameter, in contrast with the empirical ap-
proach. We upgrade existing mechanistic models by extending their applications
to the composite coated capsules. Thus, predictable simulations based on those
models can spot the significant physical parameters and allow extracting reliable
information for conducting in vitro experiments. Diffusion is by far the domi-
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nant mechanism in drug delivery, beside other physico-chemical factors, such as
osmosis, drug dissolution, and polymer swelling or degradation.

In this work, we will make a step forward by studying theoretically and
computationally the drug release from a multi-layer microcapsule, under the
assumption of radial symmetry, via an analytic procedure, and moreover by
avoiding considering simplistic hypothesis made elsewhere previously, such as a
continuous concentration across the surface. We present a pure diffusive model
through a composite spherical core-layer capsule coated with a protective thin
shell. The problem of release in such a heterogeneous layer-by-layer composite
medium is described by a system of coupled partial differential equations, which
we solve analytically in terms of Fourier series [4] or using other exact closed-
form solutions [5]. In addition to the conventional partitioning and mass transfer
interlayer conditions, we consider a finite mass transfer resistance, to model the
coating at the capsule surface (fig. 1).

Analytic expressions for the concentration and the cumulative mass in all
layers are given to study the release system to show the dependence and sensi-
tivity to parameters. The drug concentration profiles in the core and through all
the layers, as well as in the external release medium, describe and characterize
the drug release mechanism [4,5].

Preliminary results show that the drug mass is monotonically decreasing in
the core, but is first increasing up to some upper bound and then decaying
asymptotically in the hydrogel layer. In the release medium the mass progres-
sively accumulates over an extended distance at a time depending on the diffusive
properties of the two-layer capsule. The simulation points out the time and the
size of the mass peak in the intermediate layer is related to the releasing proper-
ties of the core at one hand, and to the diffusivity of the release medium at the
other hand, together with the mass resistance of the coating. It appears also that
the relative size of the layers and their respective diffusivity affect the whole drug
release processes. Depending on the specific application, it is worth identifying
which set of parameters guarantees a more prolonged and uniform release and
what other values are responsible for a localized peaked distribution followed by
a faster decay. One of them is the permeability of the coating shell that offers
a significant resistance to the mass flux. Thus, the coating parameter has to be
properly tuned in order to allow drug molecules to be released, while maintained
in the efficient therapeutic range without exceeding the toxic dose nor dropping
below an insufficient dose. These results can be used to assess whether drug tar-
gets tissues at the desired rate and to optimize the dose capacity given by thin
surface coating shells for an extended period of time. Differently than in other
single layer models, the current formulation constitutes a simple tool to predict
the accurate release from a multi-layer coated capsule that can help in designing
and in manufacturing new drug delivery platforms.
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Drug delivery from multi-layer coated capsule 3

Fig. 1. At left, drug releasing from a multi-layer microcapsule. Drug is initially loaded
in the core Ω0 and diffuses, through all the intermediate layers, into the release medium
Ωe . Suitable conditions are set at internal interlayer interfaces and at the external
coating shell. At right, a schematic representation of the cross-section of the radially
symmetric two-layer capsule, made of a central core Ω0, a concentric shell Ω1 and a
thin protecting coating Ωm (in red). Together with the external release medium Ωe, it
constitutes a three concentric layers system. On the right side, a zoom of the coating
layer (figure not to scale).
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Abstract. Hydrogel materials for drug delivery systems are very extensive field 

of scientific explorations due to their unique properties. Understanding the drug 

delivery properties is key question to the designing of therapeutic drug delivery 

systems. In this study, we present a general one dimensional multi-layer model 

based on experimental investigation of diffusion properties for two types hy-

drogels (pHEMA and TRIS) at different temperatures. Model can be applied to 

simulate results of diffusion experiments but also applies to more complex sim-

ulations. 

Keywords: drug delivery, hydrogels, numerical modelling. 

Hydrogel materials are highly promising polymeric biomaterials which attract the 

attention of a large number of researchers of different areas, such as food industry, 

pharmaceutical, biomedical, drug delivery system, etc., due to their important proper-

ties like hydrophilicity, biocompatibility, good transport properties and non-toxicity. 

Hydrogels can also be made biodegradable or bioabsorbable for specific applications. 

More developments are expected in drug delivery and tissue engineering [1-3]. 

Currently, due to significant advances in computer simulation technology, numerical 

modeling is increasingly becoming an essential part of experimental studies. The 

mathematical description of mass transport processes such as diffusion transport 

through different drug delivery systems, drug dissolution, drug release and other can 

be very helpful to better understanding the mechanisms of such phenomena and con-

sequently to help develop optimization strategies for targeting drug delivery [4].   

The present study was devoted to experimental and numerical studies of transport 

properties of two types of polymer materials used in the production of contact lenses: 

poly(2-hydroxyethyl methacrylate)  (pHEMA) based hydrogel and 3-

tris(trimethylsilyoxy)silylpropyl 2-methylprop-2-enoate (TRIS) silicone based hydro-

gel.  Diffusion properties of model drug diclofenac across hydrogels were investigat-

ed by in vitro diffusion study (Franz diffusion cells experiment) at different tempera-

tures (25, 35, 45 °C). The lag-time method has proven to be an effective method for 
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characterization permeation processes, because of the simple nature of the permeation 

experiment, transport parameters can be   directly obtained from experimental data.  

We present a general one dimensional multi-layer model that can be applied to simu-

late results of Franz diffusion cell experiments but also applies to more complex 

simulations [5]. 

 
 

Fig.1. Simulated drug diffusion curves for pHEMA at T=25 °C and T=35 °C, correspondingly 

(× experiment,  modelling). 

 

The physical parameters for hydrogels were estimated from drug diffusion experi-

ments at different temperatures. Effects and interdependencies of physical parameters 

on the profiles of pHEMA and TRIS at different temperatures were analyzed to see 

which part of the curve is influenced by which parameter. We succeeded in simulat-

ing all experimental data sets.  
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K=1010 cm/h 

P=90 
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Abstract. Modelling of transdermal drug delivery has been of much interest re-

cently, since transdermal absorption is a complicated mechanism affected by 

number of factors. Adhesive tape stripping measurement and confocal micros-

copy have been used to determine which the dominant route of penetration is. 

The purpose of In vitro studies to determine transdermal permeation, penetration 

and absorption can vary and thus different approaches and models are used for 

such studies. Franz diffusion cell are often chosen as tools for in vitro experi-

ments. There are several distinct advantages of using in vitro diffusion cells to 

study transdermal drug penetration. An important advantage over in vivo studies 

is that skin layers can be separated and studied in isolation. A diffusion based 

skin model should include the barrier effects of the stratum corneum as well as 

partitioning. This work considers modelling of the transdermal delivery route . 

Keywords: Transdermal delivery, Numerical modelling, Franz diffusion cell. 

Modelling of transdermal penetration 

Transdermal drug delivery is recognized as a successful and feasible route of absorption 

despite the challenges of moving drugs across the skin. The purpose of In vitro studies 

to determine transdermal permeation, penetration and absorption can vary and thus dif-

ferent approaches and models are used for such studies. Franz diffusion cell (fig.1) are 

often chosen as tools for in vitro experiments [1]. There are several distinct advantages 

of using in vitro diffusion cells to study transdermal drug penetration. An important 

advantage over in vivo studies is that skin layers can be separated and studied in isola-

tion (e.g., heat separation or tape stripping to remove layers of stratum corneum (SC)).  

The full thickness skin includes SC, epidermis and dermis and using Frans diffusion 

cell experiments allows characterization of drug penetration that would not be possible 

in a living animal, including layers of the SC and the less lipophilic regions of the lower 

epidermis and dermis. 
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Fig. 1. Schematic figure of a 

Franz diffusion cell. 

Fig. 2. Skin structure of full thickness skin including 

stratum corneum, epidermis and dermis. 

Different drug formulations have different properties within the skin sublayers (SC, 

epidermis and dermis) and need to be understood in order to construct effective regi-

men. By applying fluorescent chemicals or using fluorescent drug formulation it is pos-

sible to observe the concentration profile within particular skin layers using confogal 

microscopy. This provides valuable insight when evaluating drug properties within the 

layers as it allows for comparison to simulated concentration directly. 

Modelling of transdermal drug delivery is very interesting, it is important that the 

model is simple enough for scientists to use as well as being able to explain complex 

data [2], since transdermal absorption is a complicated mechanism affected by number 

of factors. Therefore there is great interest in developing a model that can rather accu-

rately predict transdermal drug transport including the transport through the skin. A 

diffusion based skin model should include the barrier effects of the stratum corneum as 

well as partitioning [3] to account for the difference in lipophilicity between layers. The 

observable concentration profile aids in assessing the lipophilicity. 
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Cataracts are the main cause of blindness worldwide. Their treatment involves surgery, 

in which the cloudy natural lens of the eye is removed and an intraocular lens (IOL) is 

implanted in its stead. After surgery, antibiotics and anti-inflammatories are prescribed 

in the form of eye drops, with a high frequency (until 4x daily) for long periods of time 

(at least 2 weeks for antibiotics and 4 weeks for anti-inflammatories), to prevent com-

plications such as endophthalmitis. This drug delivery method is not very effective 

since it depends on the patient compliance and more than 95% of the drug is lost due 

to protective eye mechanisms and systemic absorption. Drug-loaded IOLs are a prom-

ising alternative to overcome these problems. However, a burst in the beginning of the 

release is usually experienced and the release kinetics is not adequate.  The objective 

of the work is to optimize the loading conditions (time and temperature) of IOLs to 

achieve a sustained drug delivery of diclofenac and moxifloxacin. Mathematical mod-

elling was applied to gain more insight into the drug related properties of the IOL ma-

terial, which are essential to predict the drug release behavior. 

Discs of CI26Y (Contamac UK), a copolymer of  hydroxyethyl methacrylate (HEMA) 

and methyl methacrylate (MMA), used to produce IOLs were loaded with moxifloxacin 

hydrochloride and diclofenac sodium salt by soaking in drug solution (5 mg/mL) at 

4°C, for 4 days, 2 weeks and 1, 2 and 3 months and, at 60°C, for 4 days and 1 and 2 

weeks. Drug release experiments were carried out in closed tubes containing PBS, at 

36ºC, with stirring. The concentration of the drug released was determined by UV-Vis 

spectroscopy. To model these experiments, various processes need to be taken into ac-

count, such as the diffusion coefficient within the lens, the partition coefficient, and the 

mass transfer coefficient, describing possible surface barrier effects. To this end, the 

following set of equations were employed: 
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Equation 1 

Equation 2 

The equation 1 describes diffusion within the lens and the equation 2 describes the 

general boundary conditions. Ω refers to the region of an IOL disc and Γ refers to its 

boundary. Cα and Cβ are concentration distributions within the lens and in the PBS re-

spectively. D, P, K refer to the diffusion coefficient within the lens, partition coefficient, 

and mass transfer resistance respectively. 

For moxifloxacin, at both temperatures, higher loading time increased the drug release, 

being this difference more notorious at 4ºC between 2 weeks and 1 month. The higher 

moxifloxacin release was achieved with the higher loading temperature (60ºC) after 2 

weeks of loading. For diclofenac, a different behavior was seen. At 4ºC higher loading 

time increased the drug release, until the equilibrium was achieved after 2 months of 

loading. At 60ºC, different loading time did not affect the amount of drug released. The 

higher diclofenac release was achieved at 4ºC, after 2 months of loading. The experi-

ments were simulated and compared to the release data to evaluate temperature sensa-

tive drug-material specific coefficients. 

Figure 1. Cumulative release profiles of diclofenac from CI26Y hydrogels loaded at 4 ºC for 

different periods of time.  
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Abstract. Several therapies are available for treating rheumatoid arthritis (RA), 

but the final success rate of a single therapy is limited. In most of the cases, dif-

ferent therapies are applied consecutively. The main recommendations for the 

treatment of RA are from the American College of Rheumatology (ACR [1]) 

and from the European League Against Rheumatism (EULAR [2]). The out-

come or response to RA-therapies is not a single severe effect, but a more long-

term worsening or improvement. We took the measures of the two main rec-

ommendations: SDAI50 (simplified disease activity score [3]) and ACR20 [4]. 

The 1995 developed ACR response criteria comprises seven core set variables: 

swollen joint count (SJC), tender joint count (TJC), physician’s assessment of 

disease activity (EGA), patient’s assessment of disease activity (PGA), patient’s 

assessment of pain, and patient’s assessment of physical function, and levels of 

an acute-phase reactant - either C-reactive protein (CRP) or erythrocyte sedi-

mentation rate (ESR). 

In addition, the simplified disease activity index (SDAI) is the numerical sum of 

TJC and SJC (based on a 28-joint assessment), PGA, EGA and CRP (mg/dl, 

normal <1 mg/dl). 50% improvement in SDAI (SDAI50) was defined as minor 

response [5] - equivalent to ACR20. ACR20 or SDAI50 are used as therapy re-

sponse variables in this analysis. 

In the two main recommendations are also sections on prognostic markers, but 

the consensus so far is far from complete. Most of the markers therein were 

originally investigated on a per-single-marker basis; for several other markers 

are reports published, but their prognostic value has still not been fully elucidat-

ed. 

Here, we investigate about 80 clinical variables, whose data is present for most 

of about 2000 patients in our main database. Additionally, we report some in-

sights of additional clinical variables, which were measured for studies of 

smaller sets of patients. The focus of this study is on models, not just single var-

iables (as e.g. reviewed in Cuppen et al. [6]). 

The clinical variables consist of measurements for RA (like SJC28, HAQ 

(Health Assessment Questionnaire), PGA), autoantibodies (RF and CCP) and 
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the hemogram (KREA (creatinine), ALAT (alanine aminotransferase), BUN 

(blood urea nitrogen), etc.). 

The about 2000 patients are Austrian with diagnosed RA. The distribution of 

patient characteristics follows the expectation at RA [7]: the majority is female 

and older than 55 years. 

The first treatment for a RA patient is usually methotrexate (MTX), following 

the recommendations of ACR and EULAR. Therefore, most of the patients 

were treated with MTX. After stringent filtering (data for most clinical varia-

bles present at start of the treatment and present data at the time an effect is ex-

pected, that is after 2.5 to 7.5 months), we have 151 patients left. 

We applied several machine learning classification methods: SVMs, tree-

learners, naive Bayes, boosting and some more implemented in weka ([8]) to 

generate prediction models. One of the best performing and also one of the 

simplest model is the generated alternating decision tree (which is significant 

and has a cross-fold accuracy of 75% and 93% on training data; for general in-

formation on alternating trees see the paper of Freund et al. [9]). 

The most important variables - according to the information gain – are related 

to the severity of the disease in the beginning and the status of the immune sys-

tem. 

Another class of treatments are those targeting TNF, called anti-TNF treat-

ments. Here, the picture was not so clear. 

From the diagnostic side, anti-citrullinated protein antibodies (ACPA) and 

rheumatoid factor (RF) are the most specific diagnostic markers of rheumatoid 

arthritis [10]. These and other subtypes and other antibodies have been reported 

(e.g. [11]), but their prognostic value is not fully described. We investigated the 

IgA, IgG and IgM subtypes of RF, ACPA and RA33. For our data we found a 

significant alternating decision tree, with a cross-fold accuracy of 74% (accura-

cy on training data 77%). This alternating decision tree can be even shortened 

to a simple decision tree. 

Unfortunately, there is only a small overlap between the patients from which we 

measured the extended set of antibodies and the patients from which we have 

the more complete general clinical data, so we can so far only roughly compare 

the models of these two datasets. 

It is planned for the future to have these and more variables consistently meas-

ured in a bigger group of patients. Beside antibodies against different targets, 

also the subclasses might be interesting (IgA1, IgA2, IgG1-IgG4). It remains a 

challenge to generate the data, but also to convince different studies/colleagues 

to make their data ready for combining to a bigger set. 
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Objective: To probe the severe complications in the application of intestinal obstruction catheter. 
Methods: We retrospectively analyzed the clinical data of 142 patients who were treated by 
intestinal obstruction catheter in the gastrointestinal surgery department of China-Japan Union 
Hospital of Jilin University from December 2006 to September 2017, and analyzed the serious 
complications. 
Results: There are 12 cases of severe complications in this group, and the incidence is 8.45%.  1 
case of shedding of fore-end of the catheter from the anus; 4 cases of rupture of anterior balloon; 
3cases of intestine intussusception after extubation; 1 case of knotting inside the gastral cavity; 1 
case of catheter hydraulic piston obstruction, and 2 cases of catheter obstruction and cannot be 
dredged. 
Conclusion: The serious complications of the intestinal obstruction catheter should be paid atten-
tion to in clinical application, timely treatment after onset of symptoms and attach importance to 
standard operation and active prevention.  

[Key words] Intestinal Obstruction Catheter; Complication 

Acute intestinal obstruction is one of the most common acute abdomen diseases, 
which accounts for 20% [1] of the incidence of acute abdomen diseases. Except for the 
strangulated obstruction needs emergency surgery, the other obstructions all can be 
treated with expectant treatment, gastrointestinal decompression is the main measure 
to alleviate intestinal pressure. Intestinal obstruction catheter is a new method to alle-
viate intestinal pressure, which can effectively and rapidly remove the obstruction 
symptoms [2];for the complex and recurrent intestinal obstruction it is possible to 
adopt intestinal obstruction catheter plication of small intestine. During the process of 
massive application of intestinal obstruction catheter, our department summarized the 
serious complications of intestinal obstruction catheter and made reasonable preven-
tion and treatment. The detailed contents of the report are as follows:   
1. Data and Methods
1.1 General Information

The study objects are 142 cases of patients who were treated by via-nose intesti-
nal obstruction catheter in the gastrointestinal surgery department of China-Japan 
Union Hospital of Jilin University from December 2006 to September 2017 (includ-
ing 68 cases of via-nose intestinal obstruction catheter plication of small intestine), 
observing the relevant complications of intestinal obstruction catheter in the treatment 
process. The selection of case does not include the following cases: strangulated in-
testinal obstruction, severe cardiopulmonary insufficiency, high obstruction, patients 
do not compliance to treatment. All patients all firstly remain the gastric intubation 
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after admission, and the gastrointestinal decompression was not relieved obviously. 
Among them, there are 72 cases of men and 70 cases of women; aged between 38 -83 
years old, with an average age of 54.4 years. The orthostatic X-ray abdominal plain 
film and abdominal CT examination were performed before operation. The adopted 
intestinal obstruction catheter is three-cavity two- balloon (front balloon, rear balloon) 
via-nose intestinal obstruction catheter produced by Dalian Kuliaite Medical Treat-
ment Products Co.Ltd. 

1.2 Operation Method 
The intestinal obstruction catheter is indwelled to the stomach via nose, and 

guide the catheter to the descending section of duodenum under the guidance of gas-
troscopy, to ensure the second balloon is delivered to the pylorus; infuse 10-15ml dis-
tilled water to the front balloon of the catheter, and pull out the hydrophilic guide wire 
and confirm its position by X-ray, and reconfirm the intestinal obstruction catheter is 
in descending section of the duodenum. The catheter will move to obstruction as the 
peristalsis. After conservative treatment, 74 cases of patients gradually discharged and 
defecated and the intestinal obstruction were relieved. 

1.3 Operation Methods 
1.3.1 Surgical Treatment of Adhesive Intestinal Obstruction 
54 cases of adhesive intestinal obstruction were treated with conservative treat-

ment, although with relief of abdominal distension, but no exhaust and defecation. 
Laparotomy was performed to remove adhesion, at the same time the intestinal ob-
struction catheter plication of small intestine was applied. The preoperative in-
dwelling catheters of 32 cases were guided to ileocecus by hand. The retrograde plica-
tion was performed for 12 cases, namely the retrograde catheterization was arranged 
in the small intestine from ileocecus. The catheter of 10 cases was pulled out via nose 
and gastrostomy intubation was performed for place. 

1.3.2 Surgical Treatment of Malignant Intestinal Obstruction 
14 cases of malignant intestinal obstruction caused by extensive metastasis of 

tumor were relieved by conservative treatment. The intestinal obstruction catheter was 
pulled out through the nose, the gastrostomy intubation was performed and there was 
no obvious stenosis and the 10 ml water balloon of intestinal obstruction can pass 
more than 2m long small intestine, meanwhile, the enterostomy was performed. 

1.4 Extubation Time 
Non-surgical patients, after exhausting and defecation, then fix the catheter and 

pump out the  balloon, gradually feed liquid diet until semi-liquid diet; if the patient 
still without any discomfort, then gradually pull out catheter; as for patients of adhe-
sive intestinal construction anterograde plication of intestine, one week after opera-
tion, if the radiography is unobstructed, then gradually pull out the catheter; as for pa-
tients of adhesive intestinal construction retrograde plication of intestine, two weeks 
after operation, gradually pull out the catheter; as for the malignant intestinal obstruc-
tion, long time indwelling catheter, do not pull it out if without obvious complica-
tions. 

2.  Results 
There were 12 cases of severe complications in this group, and the incidence 

was 8.45%. 1 case of shedding of fore-end of the catheter from the anus, the incidence 
rate was 0.70% (1/142) ; 4 cases of rupture of anterior balloon, the incidence of 
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2.81%(4/142); 3 cases of intestine intussusception after extubation, the incidence of 
2.11%(3/142); 1 case of knot inside the catheter gastral cavity, the incidence rate was 
0.70% (1/142) ; 1 case of catheter water balloon obstruction the incidence rate was 
0.70% (1/142) , and 2 cases of catheter obstruction, unable to perform negative pres-
sure suction and the guide wire cannot be dredged, the incidence rate was 1.40% 
(2/142) . 

3 Discussions 
    Gastrointestinal decompression is the most commonly used and basic conservative 
treatment for intestinal obstruction [3], the traditional nasogastric tube decompression 
can only drain the fluid in the gastric cavity, while the fluid in the intestinal cavity 
cannot be drained adequately [4]. The via-nose intestinal obstruction catheter can make 
full use of the intestinal peristalsis and move slowly in the intestine. It can effectively 
drain for the above part of the obstruction and relieve or remove the intestinal ob-
struction [5]. At present, it is widely used in clinic. Although the intestinal obstruction 
catheter has high safety, there are still some complications during the application, 
some complications even need surgical intervention, which requires doctors to be vig-
ilant and perform reasonable treatments. No massive hemorrhage and intestinal perfo-
ration were found in this group, and all the complications were relieved after reason-
able treatments. 
      The knot inside the catheter gastral cavity is rare, and the incidence of this group 
is 0.70%. The distal end is blocked and cannot directly pull out the catheter via the 
nose.  intestinal obstruction catheter is curled and swirled in gastric cavity, indwelling 
is relatively common, but the knot inside the stomach is rare, mainly because of the 
slow progress of the distal end of the catheter, and too fast and too long insertion of 
near end via nose, it will be gradually relieved as the gradual progress of the distal 
end. We reinserted the guide wire for support, gradually adjust and relieve the knot by 
gastric forceps under gastroscopy. As for the aspect of prevention, Xu Xiaolu et al [6] 
think that after the implantation of catheter, the patient should receive X-ray examina-
tion 1-2 times in each day, to confirm the catheter position and make timely adjust-
ment; at the same time we believe that we should avoid artificial insertion of the 
catheter, the progress of the catheter is based on the gravity, and it is possible to take a 
small amount of paraffin oil by oral for the purpose of lubrication. 
    Catheter blockage is relatively common; it can be relieved by washing or guiding 
wire dredging. But 2 cases in this group cannot be dredged because of the large parti-
cles of food residue, therefore we pulled out and replaced the catheter .When intesti-
nal contents are undigested food residues or thicker stools, if the drainage volume is 
low or no liquid is elicited, it is possible to inject the 20 mL normal saline by injector 
for douching of catheter, so as to prevent obstruction [7] douching several times a day 
to avoid obstruction. 

Intussusception is a serious complication of extubation, with an incidence of 
2.11% in this group, 2 cases of anterograde plication of intestine; 1 case of indwelling 
intestine obstruction catheter via nose. 3 cases were cured by emergency operation. 
Pay attention to that extubation should not be pulled out in one time, but should be 
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completed in 3 to 5 days and 2-3 times in each day, gradually pull it out; while extu-
bation, the patient should be given paraffin oil by oral, and then slowly and uniformly 
pull it out, do not pull it under strong negative pressure [8]; patients should eat imme-
diately after each extubation so as to promote intestinal peristalsis and avoid intussus-
ception. 

The incidence of rupture of catheter balloon is 2.81% in this group, the catheter 
loss of action and cannot move along with the intestinal peristalsis, it should be re-
placed by new catheter and indwelling again. As for the treatment process try to avoid 
excess injection of liquid into the balloon, generally not more than 20 milliliters, so as 
to avoid the balloon rupture, at the same time intestinal arrangement during the opera-
tion should be gentle. 

There is 1 case of balloon obstruction of catheter in this group caused by the in-
jection of normal saline in the balloon, and cannot be pulled out of the throat during 
extubation and cannot be pulled out directly, then the balloon back to the stomach, 
and the balloon was punctured under gastroscopy. The treatment process should pay 
attention to that does not inject saline into the balloon so as to avoid the obstruction 
caused by crystallization [9]. 

The case of defecation of catheter via the anus is rare in clinic, and the inci-
dence rate of this group is 0.85%. This case has received subtotal colectomy due to 
constipation. The catheter completely entered into the nasal cavity, and the front end 
was defecated through the anus. The patient had severe colic in the abdomen, and the 
symptoms were relieved by cutting the front end of the catheter and pull out via the 
nose. 

In short, the clinical application of via-nose intestinal obstruction catheter is 
safe and effective, worthy of extensive clinical application, but there are still rare and 
severe complications, need to strictly enforce the rules of operation in the process of 
treatment, carefully observation of drainage, regularly recheck imageological exami-
nation and adjust at any time, so as to minimize the occurrence of serious complica-
tions. 
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[Abstract]  
        Objective: To discuss the anatomic variation of celiac axis influencing the 
D2 radical operation for distal gastric cancer and its significance.  
       Method: A retrospective analysis on the anatomic variation of celiac axis 
influencing operation found in 163 cases of D2 radical resection for distal 
gastric cancer was made.  
      Result:4 cases of anatomic variation of celiac axis influencing operation 
was found from the 163 cases, 1 case is common hepatic artery originated from 
left gastric artery, 1 case is left gastric artery was deficiency by 3 branch 
stomach arteries originating from common hepatic artery, and 2 cases is left 
gastric artery independently originated from aorta abdominalis.  
     Conclusion: In the radical resection for gastric cancer, the operator should 
consider the possibility of coeliac trunk blood vessel variation, carefully 
anatomize the variating blood vessel to avoid damaging the blood supply for 
visceral organs.   

Keywords: Gastric cancer, operation, celiac axis� anatomic variation

With popularization of standardization of gastric cancer operation, it is necessary 
to excise the routine lymph nodes in the surrounding blood vessels of celiac axis such 
as those beside celiac artery and left gastric artery, in front of common hepatic artery, 
etc. in D2 radical operation for distal gastric cancer, However, the typical type in the 
celiac axis accounts for 75% [1], and the rest blood vessels all variate in different 
ways, leading to the risks of damaging the blood vessels and influencing the blood 
supply in operation. During February 2013 to February 2015, our department totally 
performed standard D2 radical operation for 163 cases with distal gastric cancer, and 
found 4 cases with coeliac trunk blood vessel variation influencing operation. 
Following is a summary of our experience as follows:   
1 Clinical data and method 
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        1.1General materials  
The 163 patients with distal gastric cancer who underwent standard D2 radical 

operation in the surgical department of stomach, intestine, colorectum and anus in 
China-Japan Friendship Hospital Affiliated to Jilin University during February 2013 
to February 2015 were selected as research objects, to observe the variation in the 
branches originating from the coeliac trunk in D2 radical operation. The included cas-
es all underwent gastroscopy and pathological examination after hospitalized to clari-
fy the diagnosis.  Wherein, there were 94 male cases, 69 female cases, whose age was 
32-76 and average age was 59.8.   

1.2 Method  
The D2 lymph node excision was performed during the operation, and the sur-

geon paid attention to fully exposing celiac axis, common hepatic artery, splenic 
artery and left gastric artery before ligating the blood vessels.After the duodenum was 
severed, the surgeon fully exposed gastroduodenal artery and avoid damaging it. At 
the 3rd, 7th, 14th day after the operation, the liver functions were reexamined, with 
each index being normal. The liver functions were reexamined at the 3rd, 7th, 14th 
day after the operation respectively.   

2 Result  
2.1 Variation type I  
1 Case is celiac axis gave out splenic artery and thick left gastric artery, and 

common hepatic artery originated from 1cm from the starting point of left gastric 
artery. The treatment method was ligating and severing the common hepatic artery 
after it was given out by the left gastric artery.   

2.2 Variation type II  
1 Case is celiac axis gave out splenic artery and common hepatic artery and left 

gastric artery was missed. Three branch stomach arteries with the similar thickness 
given out by the common hepatic artery supplied blood to upper part of curvatura 
ventriculi minor. The treatment method was respectively ligating and severing at the 
root of 3 branch stomach arteries given out by common hepatic artery.   

2.3  Variation type III  
2 Case is celiac axis gave out splenic artery and common hepatic artery, and left 

gastric artery independently originated from abdominal aorta.   
3  Discussion  
The clinical classification and discussion about variation of celiac axis mostly 

refer to Michels typing [2]. The Michels type I (normal anatomical type) is the 
commonest, i.e the celiac axis gives out left gastric artery, splenic artery and common 
hepatic artery, the common hepatic artery then gives out gastroduodenal artery and 
arteria hepatica propria, the arteria hepatica propria is divided into left branch of 
proper hepatic artery and right branch of proper hepatic artery. But there are manifold 
variations in the blood vessels of coeliac trunk and perigastric blood vessels [3]. The 
report showed that 10.2% of 1,500 patients undergoing multislice  helical CT 
(MDCT) blood vessel imaging had variation [4], and the practical operation found a 
higher proportion.   

Currently, the standard D2 radical operation for distal gastric cancer, either la-
parotomy or laparoscopic surgery, mostly adopts the method of going backward to 
back gap of pancreas on upper edge of pancreas along vagina vasorum of common 
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hepatic artery to skeletonize left gastric artery and splenic artery, then occluding and 
dividing left gastric vessels, and excising No.7, 8a, 9, 11p groups of lymph nodes [5]. 
The key point of this operation is isolation along common hepatic artery and reaching 
the coeliac trunk, left gastric artery and splenic artery, based on the precondition that 
coeliac trunk belongs to normal anatomical type. If there are variations in the originat-
ing blood vessel branch, such excision mode may damage the blood vessels and un-
thoroughly excise the lymph nodes.   

4 cases of the 163 cases in this group had coeliac trunk variation influencing the 
operation, accounting for 2.5%. We found that the variations are mainly divided into 
three types: variation type I (the common hepatic artery originated from left gastric 
artery). If the left gastric artery is firstly isolated in operation, and left gastric artery is 
ligated and severed at its root, the common hepatic artery is equal to being ligated and 
severed synchronously. If the gastroduodenal artery is hurt when duodenum is being 
isolated, the liver will suffer from interruption of arterial blood supply. Variation type 
II (left gastric artery is missed), In operation, it is prone to mistake the first branch 
gastric artery given out by common hepatic artery as left gastric artery trunk, after it is 
ligated and severed, the surgeon continues to isolate towards coeliac trunk and mis-
takenly thinks there are no main blood vessels in the gap, so he/she adopts electro-
tome or ultrasound knife, which is prone to damage the second and the third branches, 
thereby leading to massive haemorrhage.Variation type III (the left gastric artery orig-
inates from abdominal aorta), in operation, the surgeon should notice that the left gas-
tric artery originates from a deep place, and will fail to find out the root of left gastric 
artery when reaching coeliac trunk, Now he/she should continue to explore backwards 
carefully along left gastric artery, avoid damaging coeliac trunk, and after reaching 
abdominal aorta, he/she should ligate at the root and avoid omitting the lymph nodes 
at the root of left gastric artery.   

As the iconographical technology is advancing, as well as careful operation dur-
ing operation, preoperative CTA is also a good means to display preoperative varia-
tion of blood vessels. CTA can accurately display the invasion of blood vessel by 
perigastric arteries and their anatomical variation as well as tumor [6], which is favor-
able for find out anatomical variation before operation to avoid damaging blood ves-
sels and causing interruption of blood supply to visceral organs. Some foreign schol-
ars also apply CTA to preoperative navigation for celioscopical gastric cancer exci-
sion [7].   

Thus, when popularizing standardization and routinization of gastric cancer oper-
ation process, we should not forget variability of blood vessels in coeliac trunk, espe-
cially the variation of blood vessels influencing operation. The key to treat the coeliac 
trunk variation influencing operation is to understand the mutual fusion and migration 
relation of perigastric aponeuroses, fully expose anatomized plane, finely anatomize 
blood vessels and fully identify them before ligation. In the meanwhile, application of 
iconography is also a good means for preoperative judgment.   
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�	 � �����	�� � ������� 	
�� ��� �
��	%����	��� ����	������$  ���� � ��	���	 ��� �� � �	�	� � ��	%����	�� � ���� �����	��
� �"�� ������ $ ! ����� ���� �
�� 	 �� ������� �		��" ����$ *( ���� � ��	������ ��	��	���� �
������ ������ �� �������� ����	�$ ) ���� � ��	������ ��	��	���� � ��� ������ �� ��������
����	�,� 6���� 	�� ����	��$ ! ����� ���� �
�� 	 ���� � �����	� ������ $ ��� . ����� ����
�
�� 	 ���� � ���� ������� 8������	��� ���
��� � )'� (:�2;� &
	��� �������	��� ��"�
�������� 
�	����������$ ����%������ ��$ ���	����� ��� ������� ���� ��������$
	�� ������ ��	���	� 
�������	 � ����������� 
�	���
�� �������	��$ ��� � ����� ��	��	���
���������� ��� �������� 	��
�� 	����%����� ���������� ���� ��	�
�	�� ��	��	��� ���
��	��	���� ��	�
�	�� ��	��	�� �� ���� � 	���� ����	��� *���	 ������$ 8�	���� ������, ��� 	��
��	��	���� ��	�
�	�� ��	��	�� ����� 
��� ��� 	�� (%����	�%)%��� *���	 ��� ���$ ���" ��� ���,
���� ��	�
�	�� ��	��	�� 	��	 �� ���
��� �� 7������� �&<��<�<=>� �������

 �( ��	��
 �(� 8������	��� ����� 	���	���	
��� ��	���	� ���� �������	���� ��	� ��
�� ���
���$ �����	�� � ������$ �����	�� �

�����	������� $ �
	��	���� �
���	$ �����$ �����	��� ����%���� ��������� ��� �� �������
����� 	�� ����	��$ ��� ����� ����� ����	�� ���� �����	�� 	 	�� ���	 ����� 	����
�������� ��� ��� 	��� 0/�2� ��� ���
��� ��� 	��� (!�2�� ��	�� �������� 	��� ����
�������	��� �������	���� ��	� � ����� ��	��	��� ����������� ��	�� 	�� ���� ��	�
�	��
��	��	�� ��� ���������$ 	�� ���� ��	�
�	�� ��	��	�� ������ 	��
�� ��	��� ��  / �����$ 	
	�� ���	� � )�(�)�0 �# ��� 	�� ��	��	���� ��	�
�	�� ��	��	�� ������� 	 	�� ���	� � :/��
��� :!�� �� 	� ����� ������	������ >�  ! ����� � ��	���	$ 	�� �������� ���	����� ���
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�������� ���� ���� �������� ��	�� �����������$ ��� 	�� �
��	�� � �������	��� 	���	���	
��� !� /�$ � ����
���� ���	��-�	� ���������� ��� ������� 
	 	��
�� 	�� ���� ��	�
�	��
��	��	�� ��� �	 ��� �
�� 	��	$ 	�� ���	�� ��� ��� �	��� ��	�
�	��� �� 	�� ��� � ����	��$ 	��
��	��	���� ��	�
�	�� ��	��	�� ��� ��	������$ ��� ��������	�� �� ������ ����� �� �	�����

���

 �(�) >�	������	��� ����	��
��� ����� ���� �������� ��	� � ������� ����	�����$ ��� � 	��� ���� �"�� 	��
�� 	��

����	�� �
���	
�� � �	���� �� ���� 	 ������� 	�� ��	��	���� ��	�
�	�� ��	��	�� 	 	��
���	�� � ����� ��	��	���� ��	���	�� $ �	 �� ��?
���� 	��	$ ��� 	��� )� � ����� ��	��	��� 	��	
�� ���� � ���
� �	����� ��� ���� 	 ���� 	��  /�; ��	�� ��� � ���� ��	�
�	�� ��	��	�� 	
���� 	��
�� �� ��	������ � 	���	���	 �� 	�� ���� � ������� � ����
� ��� �
����� �	������
� ��	���� ������� ��	� � �����	�� � ��
	 /�!�� ��� �������� 	��
�� 	�� ����	�� �
���	
�� �
�	����$ ��� 	�� ���� � ��	��	���� ��	�
�	�� ��	��	�� ��� �����	�� ��	 	�� ���	��� ����	�
	��
�� 	�� �������� ����� ��� ��	��	���� ��	�
�	�� ��	��	�� ��� ��	��
��� ��	 	�� �����
��	��	��� 	��
�� 	�� ����
� ��� �
���
� 	��� �	 ������� 	�� �
��� ��	�
�	�� ���	$ ��� 	��
��	��	���� �
��� ��� �
�"�� �� ����	��� �����
�� �
�	�� �	 	�� ���� 	���� >� 	�� ����	� �
��	��	��� �	 	�� ������� ��� � ��	�
�	�� �� ��� 	��� )�$ 	��� 	�� ����� ����� ��	��	���
 /�� ���� 	�� ��	�
�	�� �� ������ 	��
�� 	�� ��	���� �������� ���� 
	 � 	�� �	��$ ��� �	
	�� ���� 	��� 	�� ��	��	���� ��	�
�	�� ��	��	�� ��� ��	����� �� ��	��	��� ����	��

>� 	�� ����	� � ��	��	��� �	 	�� ������� ��� � ��	�
�	�� �� ���� 	��� )�$ 	�� ��	��	����
����� �	 	�� �
��� ��	�
�	�� ���	�� ��
�� �� �����	�� ��� �� ����	���� ��
�� ����$ �
	�� ��	�
�	�� ���	�� ��
�� �� �
	 ����� 	 ������ � ���	%����
�	 ����	��$ ������ �� �
����� ��	��	��� ��	���	��� @������$ 	�� ���	��� ������� ��
�� �� �������� ��	� �
���%�
��
��	�� ��� ����� �� 	�� �������� ����	� ��� �	 	�� �������� ���� �"��� � 	�� 	���	���	 ��
	�� ���� � �������� � ����
� ��� �
����� �	������ � ���	���	��	���� ����	���� ��
�� ��
����	�� ��������$ 	��� 	�� ���� ��	�
�	�� ��	��	�� ��
�� �� ��	��
��� ��	 	�� �����
��	��	��� 	��
�� ���	���	��	���� ����	�	�� �	�� 	��� �	 ����� 	�� �
��� ��	�
�	�� ���	$ 	��
��������� 	���	���	 �� 	�� ���� �� 	�� 	���	���	 �� 	�� ���� � ������� � ������ ��� �
�����
�	������

 �(�( &��
�	 �
�����	 ���	����
��� ���	���� � ������	 ��� �������� ��
�� �� �
����	 	 	�� ��	���	 ����� ������� �

����� ��� �������$ ���� � ������� � ���� ��	�
�	�� ��� �
������� �� ��� 	��� :/ �����
 �. &��
�	
 �.� >�	������	��� ����	��
�����	�� �
��	��� '!� ()��� *���������   '�+���,� . ����� � ��	���	 ���� ��������

��	� ����� ��	��	��� ��	���	�� ����$ . ����� � ��	���	 ���� �������� ��	� �����	�� �
����� ��	��	��� ��� ����	�	�� ����� ��	��	��� ��	���	��# ( ����� ���� �������� ��	� �����
��	��	��� �
		���%����� ��� ����%	%���� ����	�	�� ����� ��	��	��� ��	���	��# . ����� �
��	���	 ��	� ������ ������ �������	�� ��	� �
����� �	����� ��� ���
�
� ������� �	�����
���� �������� ��	� ���	���	��	���� ����	���� ����� ��	��	��� ��	���	���

 �.�) 8�	����	��� �������
��� ������� 	��� � ���	���	��	���� �
��	�� �� 	��� ��
� � ��	���	� ��� )�+�$ ������

	��� ��� (�!�# ����	���-�	�� 	��� ��� '�((�$ ������ ����	���-�	�� 	��� ���  +�'��
 �.�( =��	� ��� �������	��
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��� ���� � ��	���	 ���� ��� � ��	����	��� ����� ��	��	��� ���	
�� ��� ����
�	�� �
�
�� ) ���� ��	�� ����	��# ! ����� ���� �
�� 	 ���� ������� �����	��#  ���� ��� �
��
	 ���� �����	�� �	 	�� ���	�� � �	��$ ��� ��
��	�� � ���	��� �
��� ��� �
��$ ����� ���
�������� ��	�� �����	�� �������� ������#  ���� ��� �
�� 	 ���� ��	��%�������� �������$
����� ��� �������� �� �������� ��� ��	�%�����	���

 �.�. 8�	����	��� ����%
� ���
�	
��� ��	���	� ���� ������ 
� �� 
	��	���	 ������� ��� 	������� ����%
� � ��	�  $ )$

($ :$  )$ ). ��� (: ��	�� ����	�� ������	����� $ ��	� �� �����	�� 	��	  ���� � ��	���	 ���� �
��� ) ��	�� ����	��$ 	�� ���������  . ����� � ��	���	 ���� ��� ������ 
�$ ����%
� �
��	��
��� ( % (' ��	�� *��������� )/�+ ��	��,� A
������ 	��� ��� ( %(' ��	��$ ������ �
������ 	���
���  !�. ��	��� ) ���	� ��� ����	�� �
���� 	�� ����%
� �����$ �� � ���
�	 � ��%��	�
�	���
>� 	��� ��
�$  . ����� � ��	���	 ���� ������	�� ��� ����		�� ��� 	�� ������	 �������� ��	� ���
0(�(1�

) =���
����
��������	 ��	��	���� ��	�
�	�� �� � ���� �������	�� �� 	�� ��	� �	��� � ��������	

	
��$ ����
���� 	�� ��	��	���� ��	�
�	�� ��
��� �� ������� � ��	��	�	�� ��������	 	
���
=�������	 ��� 	�� ������� ��������	 ��	��	���� ��	�
�	��$ 	�� ��	���	� ��	� ��	��	�	��
��������	 ���� ��	�
�	�� 
�
���� ���� �
�	���� ������$ ����� ��� �	�� ���		���� ��� 	��
���� �������� ����	�$ 	�� ��	�
�	�� ��	�� ��
�� �	 	�� ����� ��	��	���$ �	 �� ���� �� 	��
	������� �	��� � ������ ������$ �����	�� ������$ ���	��� ������ ��� 	��� 	
��� $ ��� ��
�
����	�� � ������
�	 ������ ����� �� 	�� 	���	���	 � �������� ������ 4:5�

��� �
����	 	���	���	 ��	��� ������ ����
�� 	����	���� �
�����$ ��������	 � ��	�������
�	��	$ ��
� 	������$ ����
	���
� �������� ���	��	�� $ ������	��� 	
�� �������� ��� 		��
�����	���� �
	��	��$ 	�� 	����	���� ����	��� 
�
���� ������ �	���% ��	��	���� ����	���� ���
������ �
�����$ �������� 	 	�� �������	��� ����$ 	�� ����	�� �� ��� �
�	���� �� ����������
��	�
�	�� ���2� 	�� ��	�
�	�� ��	� � ����	�� 	
�� ��� ������ ��	�$ ��� �� 	�� ��	���	� ��
��� ������	 ��� �
�	��� ����	������ ��� ��	�%	
�� 	������# ��	������� A	��	 	������ ��

�
���� 
��� �� 	�� 	���	���	 � 	�� ������ ��� ������� ����� ��	��	��� ��� ����� ��	�
�	��$
�
	 �	 �� �������� �� � �	��	 	������ ��	��������	�� �� 	�� ��	���	� ��	� �
�	���� ��	�
�	���
��� ��	������ ��	��	���� �� �������� ����	� 4:5� ;��%	��� ��	�����
� �
	��	��$ ����� ��
��������� ��� �	 � ���� ���" � �����	��$ ��� ��
��� �������� ��� 	��� �������	���$ ���
��� ���
�� 	�� �
���� � �
	��	�� ��� ��� �	 ���� 	�� ��	�
�	�� �������� ��� �������	��
� ��	�%�����	�� ��
��$ ��	���	��� $ ��
���	���� ��� 	��� ��
�� ��� ��� ������ �������	�
�������� ���	�����$ ���
�� ��� � 	�� �����	��� ��
���$ ��� �
�	 �� 
��� �� ������	�� ��	�
���	���	��	���� ����������� ��� ��	�����
� �
	��	���

���� �	
�� 
��� ��	��	���� ��	�
�	�� ��	��	�� 	 ������ � ����� ����� ��	��	���
����������� ����� 	�� ����	�� �� ���� 	 ������� 	�� ��	���	B� �������� ���	�����$ ���
	 ���� ��������� ����	��$ �������	��� ���
�	���	 	��� ��� !�0�$ ����� ��� �� 	��� ��
�����	��� 	�� �����	������� � >� 	��� ��
�$ 	�� ����� � �������	��� ���
��� ��� ����	�����
���� (!�2�$ ��� �	 	�� ���� 	��� � ��������� �
�������	 � �
	��	�� ��� �������	���� 	
�����	 ������ ��� ����	���	� �������$ ������� 	 ������ 	�� ������ ����������� �
��	��
������� ��
��� �� ��	�
�	��� A�� �	
���� ���� ���� 	��	 �� ���
��� ����� 	��	 �� ����
	��� (!�2� ��� �� 
��� �� � �� �����	�� ���	� �� ��	���	� ��	� ��������	 ��	��	����
��	�
�	��$ �
����	��� 	��	 ��	���	� ��	� ��������	 ��	��	���� ��	�
�	�� ���� ���
��� ����� ��
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���� 	��� (!�2; ��
�� �� ����� � 	����	�� 	���	���	 �� ����� �� �������$ ����� ��� ������ 	��
������ ������� � ��	���	��

 ) ����� ��� �	 ������ ��	��	���� ��	�
�	�� ����� 	��� 	���� ���	�$ �
����	��� 	��	$ 	��
��	��	�� � ���� ��	�
�	�� ��	��	�� ����� � ��� � �	��	 �� 	�� ��	��	���� ����	� $ 	 � ���	���
��	��	$ �	 ��� ����� 	�� ���	� � 	
�� 	����� 	�� ����	� $ "��	 	�� ������� ��	��	���� 	���	
��������� 
���	�
�	�� ��� ��	���� 	�� ��%�	����� � ;�	���	
�� ��� ����	�� 	��	 	�� 	���	
�������	$ ���� ��� 	��� �������	��� ��
��	 �� 	�� ����� ���������� ��	��	�� ��� 0'� 1
��"��� 	 ������$ ��� ��	���	� ���� � ����
� ����	�� ��� ��� �	 	����	� �	� C� 
��
	����%���	��� ��	���	�� ���������� ��	��	�� 	 ���� �
�� �������	��� 	��	 �����	 	�� ?
���	�
� ���� � ��	���	�$ ��� �	 ��� �� ������� �� � ��� 	��� ��� ����B	 ���� ���

>� � ���$ ��	��	�	�� ��������	 ���� ��	�
�	�� �� � �������� ������
�	�$ �	 �� ��������� 	
������ 	�� ��	���	� D ��	
�� ����	��� ��� �	���	�� ����� 	�� ������	���# ��	������ ������ 	��

�� � 	�������	��� ���� ��	�
�	�� ��	��	�� ����������	 ����� ��	��	���� ��	���	�� ���
������� ���	 � 	�� ��	���	� ��� ��	�
�	�� ��� ���	� ��� ������� ����� ��	������ 	�� 	���
� ��%��	�
�	�� ��� �
������ 	��� ��� �������� 	�� �
������ ?
���	��

&���������
 � A���� =$ C����	 @$ A	��� 3$ �	 ��� &� �� ���������	E � ?
���	�%�%���� ���������	 ��
��	���	� ��	� ��������	 ���� ��	�
�	��� 8�����	 ���$ )/ /$ ).* ,� ('%.!�

) F�
 �
���$ A
� ���$ G���� 6��� �	 �� � �������� �������� � (' ����� ����� 	�� ����
��	�
�	�� ��	��	�� �� 
��� 	 	���	 �� ���� ��	�
�	�� � ������� 7
���� � 9������ A
�����$
)/ /$ )!* ,� +0%'/�

( 7�� H��-��$ A
� ;��$ A�� 6��� � 	�� 	������
	�� �����	 � ���� ��	�
�	�� ��	��	�� �
�������� ��	��	���� ��	�
�	�� � ������� 7
���� � 9��	���	��	���� A
�����$ )//0$  )*:,� !'/�

. =��� <�� ��������	 ���� ��	�
�	��� � ������ � �
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1 Abstract 

The properties of montmorillonite (MMT) to act as a natural nanocarrier of drugs 

has been fully reported. Isoniazid (INH), a first-line tuberculostatic drug, was interca-

lated into this inorganic matrix and the equilibrium and thermodynamic aspects of the 

adsorption process were evaluated. Adsorption experiments were conducted at differ-

ent times and temperatures in aqueous medium. The overall adsorption process was 

the result of two simple processes: drug adsorption on the activated sites of 

montmorillonite followed by a slight precipitation phase of drug molecules over the 

adsorbed monolayer. Formation of the nanohybrid was spontaneous, exothermic and 

exoentropic, obtaining an increase in the thermodynamic stability of the system. 

2 Introduction 

The use of nanotechnology [1] and in particular of clay minerals [2] aimed to alleviate 

the difficulties derived from the tuberculosis (TB) treatment has evoked great interest 

worldwide in the current years. In particular, one of the first-line tuberculostatic 

drugs, isoniazid (INH) has been effectively loaded in tubular clay minerals like 

halloysite [3] and fibrous clay minerals like palygorskite [4]. Montmorillonite (MMT) 

is a layered silicate of the smectite group with alumina octahedral sheets between 

silica tetrahedral sheets with countless applications in the biomedical field like drug 

delivery and wound healing [5]. With these premises, aim of this work was to investi-

gate equilibrium and thermodynamic aspects of the adsorption of isoniazid onto a 

pharmaceutical-grade MMT as a required research preceding to the elaboration of 

prolonged release systems of the drug.  
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3 Materials and Methods 

3.1 Materials 

Isoniazid (INH) was purchased from Sigma Aldrich (Spain); Pharmaceutical grade 

montmorillonite (Veegum HS
®
) (MMT) was kindly gifted by Vanderbilt Company 

(USA).  

3.2 Adsorption Studies 

Adsorption experiments were performed following [3] to obtain equilibrium iso-

therms at different times and temperatures. Briefly, known amounts of MMT were 

dispersed into INH aqueous solutions with initial concentration (C0) ranging from 

0,05 to 0,5 mol / L , for different times (24 h, 48 h and one week) and temperatures 

(20, 30, 40 ± 0.1°C). The resulting dispersions were centrifuged and the equilibrium 

concentration (Ce) of the drug in the supernatant was determined by UV spectroscopy 

(UV–Vis spectrophotometer Lambda 25, Perkin Elmer, S) at 262 nm. The difference 

between C0 and Ce was used to calculate the amount of drug retained per gram of clay 

(expressed as n
s
: mol of INH / g of MMT). Non-linear fitting of the data was per-

formed [3] using the software packaging TableCurve 2D
®
 (Systat Software Inc., UK) 

and kinetic and thermodynamic parameters were determined. 

4 Results and Discussion 

Equilibrium isotherms obtained at different times and temperatures (data not shown) 

revealed that contact time did not significantly influence the adsorption results, allow-

ing considering 24 h time as time sufficient enough to reach equilibrium The iso-

therms fit the following equation, previously proposed to describe the adsorption of 

drugs to inorganic solid sorbents [3,4] (Equation 1):  

      
     

   
        

   

      

   
       

   (1)  

n
s
 = moles of drug adsorbed per gram of sorbent, n

s
1 = adsorption at the active surface 

sites of the sorbent, n
s
2 = precipitation of drug molecules over the adsorbed monolay-

er, n
s
m = monolayer retention capacity, C = equilibrium concentration, ki = kinetic 

equilibrium constant, kf = kinetic precipitation constant, n = partial order of the pro-

cess respect to the concentration (C) and m = constant. 

 

The global adsorption process is composed by the sum of two simple processes (ad-

sorption of INH on the activated sites of MMT (n
s
1) followed by a slight precipitation 

of INH over the adsorbed monolayer (n
s
2)). Average experimental data and theoretical 

calculated curves (adsorption, precipitation and the sum of both processes) are shown 

in Figure 1.  
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Figure 1. Equilibrium isotherms of INH by MMT at different temperatures (mean 

values ± s.d.; n = 3). 

The calculated fitting parameters (Table 1) described adequately the experimental 

results with correlation coefficient ≥ 0.99. Monolayer retention capacity (n
s
m) slightly

increased with temperature, whereas kinetic equilibrium constant (ki) significantly 

decreased. The increase in temperature makes easier the dehydration of the drug mol-

ecules previous to their adsorption but concomitantly increase their mobility. Kf val-

ues are very low, suggesting a slight precipitation over the adsorbed drug monolayer. 
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Table 1. Fitting parameters of Equation 1 for the retention of INH by MMT at differ-

ent temperatures and corresponding correlation coefficients (mean values ± s.d.; n = 

3). 

Tº (C) 
n

s
 m 

(mmol / g) 
ki kf m r

2
 

20 1,143 ± 

0,0011 

2,131 ± 

0,3431 

0,032 ± 

0,0112 

2,603 ± 

0,1234 
0,998 

30 1,502 ± 

0,0012 

1,502 ± 

0,4122 

0,033 ± 

0,0234 

2,587 ± 

0,2454 
0,994 

40 1,764 ± 

0,0015 

1,368 ± 

0,4751 

0,048 ± 

0,0346 

2,568 ± 

0,2987 
0,997 

 

Thermodynamic parameters including differential adsorption enthalpy ΔH° (kJ / mol) 

differential adsorption entropy ΔS° (kJ / mol K) and differential activation energy 

ΔG° (kJ / mol), were evaluated to confirm the nature of the adsorption of INH by 

MMT. Firstly, ΔH° and ΔS° were calculated via the linearization of the Eyring equa-

tion (Eq. 2) by plotting ln (k/T) vs (1/T) using the value of ki previously determined in 

Eq. 1: 

  
  

 
   

 

  
 

   

 
 

   

 
 

 

 
                 (2) 

(ki= kinetic equilibrium constant, R = ideal gas constant, N = Avogadro’s number, h = 

Planck’s constant, T = temperature (K)). 

 

The calculated values are given in Table 2, which also includes the ΔG° (kJ/mol) 

values calculated via the expression: ΔG°=ΔH°-TΔS°.  

Table 2. Thermodynamic functions for the MMT/INH interaction 

T (K) ΔH° (kJ / mol) ΔS° (kJ / mol K) ΔG° (kJ / mol) 

293 

-17,291 ± 1,7780 -0,061 ± 0,0011 

-2,731± 0,0014 

303 -2,521 ± 0,0012 

313 -2,505 ± 0,0021 

 

Adsorption of INH over MMT was an exothermic process. One possible interpreta-

tion of the exothermicity of the process was that INH molecules were solvated in 

water and to become adsorbed they required at least a partial decomposition of their 

hydration shell, a process that required energy. However, the exothermicity associated 

with the adsorption of INH molecules on MMT was higher than the dehydration ener-

gy so the overall energy balance was found to be exothermic. ΔG
o
 negative values 

stated that the process was spontaneous under the conditions applied and the reversi-

ble adsorption-desorption process moved towards the net adsorption. Besides, the 
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negative value of ΔS° corresponded to the decrease of randomness of the INH ad-

sorbed molecules with respect to those in dissolution. 

5 Conclusions 

Equilibrium isotherms fit to two simple processes: adsorption of INH on the activated 

sites of MMT followed by a slight precipitation of the drug on the clay mineral sur-

face. Calculation of the fitting parameters of the equation that defines the processes 

and the thermodynamic functions reveals that: the INH retention capacity by the 

nanoclay increases with increasing temperature; the precipitation step is of low inten-

sity and the formation of the INH/MMT nanohybrid fits to an exothermic, exoentropic 

and thermodynamically spontaneous process. 
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Abstract. Neurodegenerative diseases rapresent an important reason
of disability and premature death among older people worldwide [1].
According to the World Alzheimer Report 2016, 47 million people are
affected by dementia and it is expected that over 131 million people
will develop dementia by 2050. Therefore these diseases constitute an
important public health problem with considerable economic and social
health impact. In 2008 in the Europe countries costs for these disease
amounted to 160 billion with an expected 43% increase by 2030. Accord-
ingly, the cost of care for patients with a form of dementia is expected
to increase dramatically. It is well known how a brain disease could have
a devastating effect not only on the people directly affected, but also
on their families and yields huge costs, often not sustainable, for health-
care systems. Early and accurate diagnosis has great potential to reduce
the costs related to care and living arrangements as it gives patients
access to supportive therapies that can help them maintain their inde-
pendence for longer and delay institutionalization. To date there is no
cure for neurodegenerative diseases, but treatment can still help in re-
ducing symptoms and providing a better quality of life. Therefore its
necessary to define tools able to treat subjects suffering from the early
symptoms, in order to give priority to a home environment. In this way
the curative treatment does not burden on the hospital and the patient’s
psychological disorientation. Recent studies have shown the efficacy of
using video games to improve cognitive processes caused by aging phys-
iological effect and neurodegenerative disease avoiding drug treatment
[2, 3]. In this context the PERSON (PERvasive game for perSOnalized
treatment of cognitive and functional deficits associated with chronic and
Neurodegenerative diseases) project [4], funded by the Apulia Region on
behalf of public and private institutions, developed a rehabilitative tool.
This platform includes a serious game connected to brain computer in-
terface systems composed by an EEG interface (electroencephalography
paradigm through Brain Computer Interface) and haptic devices. The
project concerns a strategic synergy between public health, research and
technology to develop a mobile device, that involves mild cognitive im-
pairment patients. The device is based on Virtual Reality and software
solutions for personalized medicine basing on an open source cloud in-
frastructure. In particular PERSON capabilities are:
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– A serious game based on Virtual Reality that interfaces with patient;
– the definition of algorithms and models which extract from data

personalized medical responses, such as diagnosis and patient as-
sessment;

– the customization of these tools in terms of software as a service
solutions (SaaS).

In patients with brain impairment or with dementia, the PERSON seri-
ous game, through exercises at various levels of complexity, can stimulate
concentration, imagination, with diverse problem-solving strategies de-
signed to perform the required task. Exercises are designed to allow the
patient to follow the movement of objects across the virtual room, with
increasingly complex levels of difficulty, by introducing and monitoring,
for example, elements of disturbance or by changing the speed of ex-
ecution, in order to progressively increase the emotional and cognitive
pressure. This boosts the patient motor and cognitive reaction that are
recorded, through EEG interface and haptic devices, and then analyzed.
The PERSON serious game was designed to improve neurocognitive abil-
ities through simple task as simple math tasks, simple text games, image
recognition, Stroop test, Posner Task. The serious game interface is con-
nected via a 32 channels wireless EEG with active electrodes. The main
EEG component sought is the Event Related Potentials (ERP) P300 [5],
a signal that indicates the oriented attention and working memory to-
ward target stimuli. These stimuli are usually presented by means the
so called Oddball paradigm [6]. In this paradigm, a target stimulus is
rarely presented among several frequent stimuli in a random way. This
generates a positive wave obtained through an averaging, presenting ap-
proximately 300 ms after the target stimulus [7].
Furthermore we designed and implemented data mining and predictive
models to evaluate the clinical status of subjects. These tools used genet-
ics algorithms to analyze cognitive EEG responses and specifically ERP
and Evoked Potentials [8]. In particular we have developed a global ap-
proach for the inference of single trial latencies of Event-Related Poten-
tials to find the global maximum. Furthermore our method provides for
each patient a personalized score assessing its cognitive impairment: this
information can be crucial if combined with other meta data to under-
stand the clinical history and, hopefully, the disease outcomes. We offer
these workflows as a service according to the cloud paradigm exploiting
the container (Docker) technology [9]. In particular we developed a soft-
ware component to connect the serious game to a cloud infrastructure
(this software component is called cloud-backend). The cloud backend
system takes care of the submission in a distributed cloud infrastructure
of all of jobs required by the serious game interface, their monitoring and
bookkeeping. The system capability hides the complexity of operating in
a heterogeneous and distributed computational environment. The aims
of cloud-backend are: 1. to perform main tasks to the advancement of the
game; 2. to store data and informations produced by the game applica-
tions. The system consists of four open-source software elements: Mesos,
Chronos, Docker and Swift. Chronos [10] contains the list of tasks to be
executed inserted by the serious game system through a WEB services in-
terfaces (REST based). The middleware Mesos [11] submits tasks, when
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there are task to be executed in Chronos. Furthermore Mesos takes care
of the job scheduling and game system notification. Tasks are executed
by means of a Docker container and final results are stored in the obiect
storage Swift [12]. Within PERSON project we have developed an open
source and innovative platform that represents a method to improve the
quality of life of patients, with mild cognitive impairment, by using a
complex and not invasive technology.
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The Trypanosoma cruzi parasite is the causal agent of Chagas disease; with several 

million infected in the world; and for whose treatment there are only two drugs, and 

whose secondary reactions and genotoxicity are very high; In addition, it is important to 

highlight that the main pharmaceutical companies have no interest in synthesizing and 

commercializing trypanocidal drugs. The reuse of drugs already known for other uses, 

has contributed to improve the current therapeutic; and since secnidazole has a known 

antimicrobial and antiparasitic effect against amoebae, but is not used against T. cruzi,

but in both parasites there is a NADPH-mediated nitroimidazole reduction system, in this 

thesis it was hypothesized that the co-crystal secnidazole has low cytotoxicity and 

trypanocidal activity in infected cells; which will allow to propose it as an alternative for 

the treatment of the chronic stage of the disease. The similarity between the coupling sites 

and the characteristics of the interactant amino acids between Beznidazol, Nifurtimox and 

Secnizadol with Cruzipain and Nitroreductasa proteins, made by us with docking, open 

the possibility to use Secnidazole as a new therapeutic agent in the treatment of Chagas 

disease (figure 1). In addition to the above, cultures of VERO cells (ATCC CCL-81), 

cultures of T. cruzi epimastigotes, and cellular infection by this parasite were carried out. 

The previously known drugs, benznidazole (BNZ) and nifurtimox (NFX), as well as 

secnidazole (SEC) and secnidazole in co-crystal (CO-SEC) were used as controls. The 

inhibitory doses 50 (IC50) were determined, being 151.2 for NFX, 53 for BNZ, 150.3 for 

SEC and 251.7 for COSEC. The percentage of cytotoxicity was of BNZ 59.67%, NFX 
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36.14%, SEC 24.37% and COSEC 28.57%. And it was found that the cocrystal was active

against infected cells. Therefore, it is concluded that the secnidazole cocristals are not 

cytotoxic, for the model of cells infected with T. cruzi, but it is effective against the 

parasite (Figure 2).

SEC BZN NFT

Figure 1. Molecular Docking (Nitroimidazoles vs Cruzipaina). 
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Figure 2. Cytotoxity VERO ATCC (CCL-81) cells infected with Trypanosoma cruzi ( 0.2 μM a 
300 μM) 
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Abstract. Design of Experiment (DOE) was used to guide the synthesis of 14 

chitosan derivatives based on varying degree of substitution for three substitu-

ents, N,N,N-trimethyl, N-acetyl and N-stearoyl. These were assayed for antimi-

crobial activity, toxicity and solubility. Fitting to response surface model showed 

that materials with DS for trimethylation in the range 0.45-0.65, acetylation in 

the range 0.08-0.33 and steroylation in the range 0.22-0.29 were capable of show-

ing high antimicrobial activity, high solubility and low hemolytic activity 

Keywords: DOE, -Chitosan, Antimicrobial, Response Surface Modelling 

 

Chitosan is biopolymer derived from marine sources. It has some unique biological 

properties and has been used in medicine to stimulate tissue regeneration, for gene de-

livery and as antimicrobial agent[1]. It has also commonly used in for preparing bio-

compatible nanoparticles and as a starting material for the synthesis of derivatives and 

nanoconjugates [2] intended for antimicrobial, regenerative, diagnostic and drug deliv-

ery applications. 

Our research focused chitosan conjugates antibacterial and as delivery systems and 

agents.  For this purpose, we have developed tertbutyl dimethyl silyl (TBDMS) protec-

tion strategy to allow selective conjugation of various active moieties to the 2-amino-

groups in the polymer backbone[3].  With this method we can also have full control of 

the degree of substitution. Furthermore, we have used this synthesis approach for syn-

thesis of highly active antimicrobial chitosan derivatives and conjugates. Good control 

of the synthesis has enabled detailed studies to show that activity is much more sensitive 

small changes in the chemical structure than previously thought.  

In the current work we have, for the first time, used a statistical experimental design, 

or Design of Experiment (DOE) to plan a study of the structure activity relationship 

(SAR) antimicrobial chitosan conjugates and to optimize the structures with regard to 

antimicrobial activity as well as low toxicity and good solubility.[4]  
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Specialized software (MODDE) with D-optimal design capabilities was used to create 

a library of chitosan derivatives with optimal structural variation in order to conduct a 

detailed investigation of the structure-activity relationship. The derivatives contain 

three substituents: N,N,N-trimethylamine, N-acetyl and N-stearoyl at different degrees 

of substitution (DS) on the 2-amino group of chitosan. The design matrix consisted of 

14 target materials that were synthesized in 'one-pot synthesis' using TBDMS-chitosan 

as the precursor to allow precise control of the DS (Fig 1). 

 

     
 

 

Fig.1. (Right) Scheme Synthetic route for 'one-pot synthesis' of chitosan derivatives. (Left) Re-

sponse contour plot for the antibacterial activity (S. aureus and E. coli), hemolytic activity and 

solubility of the chitosan derivatives  

 

The antibacterial activity (MIC) towards the Gram positive bacteria Staphylococcus 

aureus and the Gram negative bacteria Escherichia coli, hemolytic activity (HC50) to-

wards human red blood cells and solubility of the chitosan derivatives were used as the 

responses in the model. The response surface model was refined by removing the inter-

action terms to improve the statistical significance and predictive power of the model. 

The investigation showed that materials with DS for trimethylation in the range 0.45-

0.65, acetylation in the range 0.08-0.33 and steroylation in the range 0.22-0.29 were 

capable of showing high antimicrobial activity, high solubility and low hemolytic ac-

tivity 
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Abstract. To date, the role of migratory birds in the circulation of a wide range 
of viral pathogens is well studied. Analysis of bird’s seasonal migration routes 
and their viromes allows to predict the future directions and timing of patho-
gens transport, and may help to prevent infections spreading. Metagenomics 
techniques are widely used for similar studies, such as gut microbiota studies. 
However, it is impossible to create universal oligonucleotides to target all 
known viruses due to the viral genome diversity and their variability, whereas 
whole-genome sequencing is still expensive and relatively low-sensitive for 
such goals. In this work, we presented a genus-specific oligonucleotide panel 
for target enrichment of viral nucleic acids in different samples and possibility 
of its application for virus detection in samples collected from migratory birds. 
Our panel has been tested using a number of collected samples and has demon-
strated superior efficiency in pathogen detection and identification. 

Keywords: viromes; next generation sequencing; bioinformatics; primer de-
sign; metagenomics. 

1 Introduction 

Viruses, whose spreading is associated with migratory birds, have always attracted 
a close attention of specialists with respect to the possibility of their transport to con-
siderable distances. Such migrations are tightly related to the emergence of epidemic 
and epizootic outbreaks as well as formation and activation of natural foci of viral 
infections. A significant number of human- and domestic animal-pathogenic viruses, 
such as severe acute respiratory syndrome virus (SARS), Influenza virus, West Nile 
virus, birds coronaviruses etc., are known to be transferred by migratory birds.The 
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asymptomatic carriage of viruses, which is referred to some features of bird metabo-
lism and the adaptive capabilities of their immune system, produces the conditions for 
coevolution and the emergence of reassortants and recombinant strains of viruses. 
Due to this fact, the majority of widely-used methods of molecular diagnostics, e.g. 
those that employ polymerase chain reaction (PCR), are not quite suitable for identifi-
cation of this type of viruses, because they are usually designed for detection of high-
ly-conserved regions in the genomes. Moreover, a preliminary hypothesis of the pres-
ence of the certain viruses is required for performing the PCR test. If not, the process 
of the pathogen identification may take a significant amount of time, which can be 
crucial for prevention and control measures of the infection. 

DNA barcoding is a method that uses a short part of the organism’s genome (bar-
code) to identify whether it belongs to a particular specie by using massive parallel 
sequencing technologies. This method has been developed for studying bacterial 
communities, but today it is widely used for different tasks, including detection of 
food adulteration [1], marine communities’ diets studying [2], biofuel analysis[3], etc. 
Unlike other taxa, viruses lack a shared universal phylogenetic marker (e.g., 16S for 
bacteria, Cytochrome C oxidase for birds and mammals, Internal transcribed spacer 
for fungi or plants), which makes it impossible to design the universal primer pair to 
amplify diverse viral sequences and to differentiate them. Furthermore, the taxonomy 
of viruses more clearly represents the signs of diseases they cause rather than a genet-
ic similarity. This fact complicates the barcode selection even for one genus (for ex-
ample, mammarenavirus that may be spitted into three or more subgenera, based on 
the genetic similarity and the area of distribution), let alone higher taxa. However, 
metagenomics still allows to detect different viral pathogens using shotgun sequenc-
ing. Though, this technique is quite expensive and is not suitable for screening of a 
big number of samples. Recently, Briese et al. [4] have developed a virome capture 
sequencing platform for vertebrate viruses (VirCapSeq-VERT), which consist of ~2 
million biotinylated probes for target enrichment of viral nucleic acids for increasing 
the sensitivity of sequence-based virus detection and their characterization. The de-
scribed method allows the detection of a large number of viruses, including the novel 
ones, however the overall cost of sequencing per sample still remains rather high. 

Other method of enrichment is based on the target amplification of DNA region us-
ing specific primer pair in PCR. To date, a significant number of such primers have 
been described [5-7]. However, most of them have been designed for detection of 
certain virus species. Moreover, it is impossible to use them in the multiplex reaction 
due to different annealing temperatures and nonspecific amplification. Due to this 
fact, a number of PCR experiments that equals to the number of primer pairs is neces-
sary to be carried out. 

In this work, we present a method for designing oligonucleotide panels for targeted 
viral nucleic acids enrichment. The main goal of this research was the development of 
the algorithm that allows designing of the minimal number of oligonucleotides to 
cover the maximal number of diverse viral taxa. This method has been applied to 
design genus-specific biotinylated probes and primer pairs for target enrichment of 
viral nucleic acids. With both methods, the superior increase in viral genome cover-
age has been shown. 
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2 Materials and methods 

    The algorithm for the design of both genus-specific probes and primers has been 
developed and implemented to create the universal enrichment panels. Some re-
striction parameters were applied to the positions and the structures of oligonucleo-
tides to permit the carrying out of enrichment reaction in one tube. 
 

2.1 Database 

The validated reference viral nucleic acids sequences are required for using the al-
gorithm. One of the sources of such sequences is an open-source database “The Virus 
Pathogen Database and Analysis Resource (ViPR)” [8] which was developed in 2011. 
The most valuable advantage of this database is a high authenticity of the nucleic 
acids sequences, due to the data curation and management by the experts in virology 
and bioinformatics. This source was used to retrieve the sequences of the polymerase 
genes of the target viral genera (in some cases the different genes were used). The 
sequences were combined to the corresponding fasta files. The obtained data was 
filtered by record length (≥ 400 b.p), quality and intra-genus similarity (totally dissim-
ilar to average genus sequence records were removed). 
 

2.2 Common part of the algorithm 

    Genus-specific fasta files were aligned using ClustalW [9]. If the consensus subse-
quence with a specified length (20 for primer design; 40 for probe design) with 4 or 
less ambiguous position with minor nucleotide frequency ≥ 10% was not identified, 
the initial fasta file was iteratively clustered with cd-hit [10] with the decreasing 
threshold tr. The clusters obtained during one step were aligned independently with 
ClustalW in order to identify consensus subsequence (-es) with described earlier 
properties for all of the subsets, which must represent ≥ 90% different species inside 
the genus if combined together. Finally, one or more aligned fasta files were obtained 
for every genus. 

Sliding window with the specified range of lengths was used for common subse-
quence extraction in multiple sequence alignment. The window “slides” from 5’ to 3’-
end of the alignment with a step equal to 1 nucleotide and identifies all subsequences, 
which meet the following criteria: 

proportion of ambiguous positions (Pamb) ≤ 20%; 

proportion of unique species, which share the subsequence and do not contain gaps 
(Psh) ≥ 50%; 
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GC content of the consensus sequence (Pgc) is from 35% to 65%; 

absence of self-complementary regions; 

absence of homodimers formation; 

absence of formation of heterodimers with the previously selected oligonucleo-
tides. 

2.3 Probe design 

    The specificity of the extracted subsequences was evaluated using nucleotide blast 
[11] against the NCBI non-redundant (nr) nucleotide database and the reference viral
database. The following parameters were calculated:

─ Target_species – proportion of unique virus species related to target genus with 
alignment score ≥ 30; 

─ Non_target_species – number of virus species related to untargeted genus with 
alignment score ≥ 30; 

─ Median_score – median alignment score for target genus; 
─ Names_list – list of unique virus species related to target genus; 
─ Comp_to_earlier – maximal melting temperature for the heterodimer formation 

with earlier identified probes; 
─ Non_viral_species – number of non-viral species with alignment score ≥ 30. 

The remaining probe candidates were sorted with the following priority: descend-
ing by Target_species, then descending by Median_score, then ascending by 
Non_viral_species, and ascending by Non_target_species. The best sequence was 
selected as a genus probe. If it covered more than 90% of species inside the target 
genus or cluster, the algorithm was stopped. Else, the covered species were removed 
from the database and probe selection algorithm was reused with the restricted data. 
This step was repeated until total coverage of cluster or genus reaches 90% or more. 

The following genera of viruses were chosen for the probes panel design (Table 1). 

Genus 
Alphacoronavirus 
Betacoronavirus 
Alphavirus 
Lyssavirus 
Flavivirus 
Hantavirus 
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Phlebovirus 
Mammarenavirus 

 

Table 1.     List of reference genera for the probes design. 

2.4 Primer design 

    Some restrictions were applied to the primer design algorithm. First of all, total 
amplicon length between two subsequences was fixed between 200 and 400 b.p. to 
obtain compatibility of the panel with the most popular sequencing platforms, such as, 
for instance, Illumina MiSeq or Ion S5. Two subsequences were considered as a pair 
if both sequences cover more than 90% of species related to target genus or cluster 
and shared more than 90% of common species. The pairs were then filtered with re-
spect to their annealing temperature (50C≤Ta≤55C). Then blast against the nr data-
base and the reference virus sequences database was used to check the specificity of 
the selected pairs. Nonspecific candidates were removed. The possibility of heterodi-
mers formation between the sequences inside the pair and between the sequences and 
the previously selected primers was calculated using Primer3 software [12]. Then the 
same parameters as those described in the probes design section were calculated and 
the pairs were sorted accordingly. The best primer pair was selected as a “genus pair”. 

The primer pairs for the reference genera of viruses designed using the developed 
method are shown in Table 2. 
 

Genus Primer pairs Control sam-
ple species 

Abbreviation 

Alphavirus Alpha-F/R - - 

Ebolavirus Ebola(2)-F/R Ebola virus EBO 

Coltivirus Colti-F/R - - 

Cuevavirus Cueva-F/R - - 

Ledantevirus Ledante-F/R - - 

Lyssavirus Lyssa(1)-F/R 
Lyssa(2)-F/R 

Rabies lyssa-
virus 

RLV 

Mammarena-
virus 

Mammarena-F/R Unidentified 
lassavirus 

LASS 

Marburgvirus Marburg(1)-F/R 
Marburg(2)-F/R 

Marburg virus MAR 

Orbivirus Orbi-F/R - - 

Orthobunya-
virus 

Orthobunya-F/R Unidentified 
orthobunya-

virus 

ORTHB 
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Betacorona-
virus 

Corona(b1)-F/R 
Corona(b2)-F/R 

Unidentified 
coronavirus 

COR 

Thogotovirus Thogoto-F/R - - 

Gammacoro-
navirus 

Corona(g1)-F/R Unidentified 
coronavirus 

COR 

Alphacorona-
virus 

Corona(a1)-F/R Unidentified 
coronavirus 

COR 

Hantavirus Hanta-F/R Dobrava-
Belgrade or-
thohantavirus 

DBO 

Phlebovirus Phlebo-F/R - - 

Cardiovirus Cardio-F/R - - 

Orthoreovirus Orthoreo-F/R - - 

Parechovirus Parecho-F/R - - 

Seadornavirus Seadorna-F/R - - 

Henipavirus Henipa-F/R - - 

Nairovirus Nairo-F/R - - 

Flavivirus Flavi-F/R Yellow fever 
virus 

YFV 

Japanese en-
cephalitis virus 

JFV 

Table 2. List of reference genera the for primers design. 

2.5 Testing 

The enrichment efficiency of the designed probes were tested using the reference 
samples which contained the RNA of the virus species: sample “A” contained Tick-
borne Encephalitis virus (TBEV, flavivirus), sample “B” – Yellow fever virus (YFV, 
flavivirus) and sample “C” – Rabies lyssavirus (RLV, lyssavirus). The “REVERTA-
L” kit (AmpliSens) was used for reverse transcription reaction to obtain the cDNA. 

For testing the probes pool, the library preparation and target enrichment by the 
hybridization with the probe panel was carried out using the in-house protocols. The 
NGS libraries after hybridization as well as the same libraries without target enrich-
ment were sequenced on the Illumina MiSeq. The obtained reads were filtered and 
aligned to the reference viral genomes in order to calculate the coverage of the target 
loci. 
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The primer panel was tested with the reference set of reference samples (RNA fe-
ces), which contained the RNA of the virus species previously characterized by Illu-
mina sequencing (see Table 2). 

The primer panel was tested by carrying out simplex and multiplex PCR with the 
samples. Firstly, the primer pairs were tested independently in simplex PCR. For the 
panel validation, the primers were mixed and tested together in multiplex PCR with 
the same samples. The re-amplification reaction with the PCR products was carried 
out with the individual primer pairs to control the amplicon length. In all cases the 
amplicons were detected using electrophoresis.  

3 Results 

The results of the experiments with control reference samples and set of probes 
showed an appropriate enrichment efficiency (Fig. 1). The coverage of the YFV ge-
nome has increased from approximately 1-2 reads for all regions of genome for the 
pure sample to ~ 60 for target region of the enriched sample. For the TBE, it has in-
creased from ~ 1-2 reads for all regions to ~ 15 for target region; for RLV – from 2 
reads to ~ 80 reads.  
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Fig. 1. The coverage of the reference genomes. A – without enrichment B – after enrichment 

The primer panel was tested with a reference set of samples: The results of the in-
dividual testing are shown in Figs. 2 and 3. In all cases the products of the specified 
range of lengths were obtained. 
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Fig. 2. Individual primer pairs testings, part 1. 1 – Negative control, 2 – MAR, primers Mar-
burg(1)-F/R, 3 – MAR, primers Marburg(2)-F/R, 4 – YFV, 5 – JEV, 6-9 – COR (primers Coro-
na-a1, Corona-b1, Corona-b2, Corona-g1 respectively), 10 – DBO, 11 – LASS, 12 – ORTHB. 

Fig. 3. Individual primer pairs testings, part 2. 1 – MAR, primers Marburg(1)-F/R, 2 – MAR, 
primers Marburg(2)-F/R, 3 – negative control for primers Marburg(1)-F/R, 4 – negative control 
for primers Marburg(2)-F/R, 5 – EBO, 6 – negative control for primers EBO, 7 – RLV, primers 
Lyssa(1)-F/R, 8 – RLV, primers Lyssa(1)-F/R, 9 – negative control for primers RLV, primers 
Lyssa(1)-F/R, 10 – negative control for primers RLV, primers Lyssa(1)-F/R. 

    The multiplex system was tested with the same set of viruses and the PCR products 
were re-amplified using the genus-specific primer pairs. In all cases, unspecific ampli-
fication was observed. However, re-amplification reactions with the genus-specific 
primers have shown the target products presence. The multiplex system was tested 
with the three bats samples infected by several known viruses (sample 1 – betacorona 
virus, sample 2 – betacorona virus, sample 3 – orthoreovirus). Reamplification of the 
PCR products was carried out with the genus-specific primers (Fig. 4). The obtained 
results clearly demonstrate the presence of the target products. 
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Fig. 4. Reamplification of the multiplex PCR product; ß-C1 - betacoronavirus-specific primers; 
Colti - coltivirus-specific primers; Orthoreo - orthoreovirus-specific primers; Sead. - Seadorna-
virus-specific primers; Orbi - orbivirus-specific primers 

4 Discussion 

Virome analysis of migratory birds attracted a close attention of the specialists due 
to the possibility of an accurate prediction of regions that might be affected by infec-
tions. It is especially important for viruses, which are known to persist in birds and 
share high genetic diversity, and which can be potentially dangerous for humans and 
animals. Due to these facts, the development of rapid test-systems is necessary for 
effective regulation of epidemic situation. In this work, we have presented a method 
of oligonucleotide design for viral nucleic acids enrichment. We have used our meth-
od to design the DNA-probes and primer panels, which have shown high efficiency in 
detection and identification of multiple reference viruses using NGS methods. The 
described method may be recommended to researchers, who need to investigate di-
verse viromes in the various sample types. In the future, we are planning to expand 
the panel to target more diverse viruses and test it with the nature bird samples from 
diverse regions. 

This work was supported by RSF grant N. 17-74-20096. 
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Abstract. 

In recent years, metagenomics has emerged as a powerful means 

for pathogen identification and discovery. Although many meta-

genomics pipelines have been developed to date, they do not cur-

rently present enough data for reliable diagnosis, as vital pieces of 

information are not provided within their results report. On the 

other hand, the report is usually cryptic and difficult to follow and 

understand. We have developed an open-source new bioinformat-

ics workflow for metagenomics analysis which provides extensive 

and rigorous information presented in a user-friendly web format. 

PikaVirus implements a new method combining assembly and 

mapping information for more accurate virus identification from 

shotgun metagenomics data. All the project code can be down-

loaded from https://github.com/BU-ISCIII/PikaVirus. There is 

also a wiki page where all the information needed for running the 

pipeline can be found at https://github.com/BU-

ISCIII/PikaVirus/wiki. 

Keywords: metagenomics, virus, mapping, assembly, report 

1 Introduction 

Metagenomics, the study of the genetic material of a given microbial community, 

existed before the Next generation Sequencing (NGS) breakthrough, although its main 

goal was restricted to establishing the composition of the microbial communities by 
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sequencing rRNA [1], it wasn’t until the NGS techniques took over that metagenomics 

started having an important role in pathogen detection. 

 

The qualitative composition of the sample can be established today by two different 

approaches: either by directly comparing the reads with a database (VirusTAP[2]), or 

by the assembly of the reads into longer sequences, commonly known as contigs, before 

comparing them with the reference (Pathosphere [3]). The estimation of each organism 

abundance is also possible, but it is highly dependent on an unbiased sample preparation 

in order to be representative of the original sample composition [4]. 

Our aim was the development of a new metagenomics workflow based on both map-

ping against a reference genome database and assembly approaches and combining 

blast information with coverage genome data for the detection and determination of 

diverse pathogens, especially virus, in shotgun NGS data.  

2 Materials and methods 

2.1 Software development 

PikaVirus has been primarily implemented in bash, R v3.2 and python 2.7, using 

JavaScript, CSS3 and HTML5 for the web-based report. The project code is open souce 

and it is available at https://github.com/BU-ISCIII/PikaVirus. 

2.2 Respiratory samples 

Four nasopharyngeal aspirates sequenced in Spanish National Center for Microbiol-

ogy where used for PikaVirus testing. Reads where obtained from Illumina Nextseq 

machine. Samples were also analyzed in Pathosphere for results comparison. 

3 Results 

3.1 PikaVirus workflow 

The general workflow of PikaVirus starts with the raw pair-end (PE) reads, which are 

pre-processed to ensure minimum quality requirements. After that, human reads are 

filtered out by mapping against the human. Once only non-host reads remain, they are 

all mapped against Virus, Bacteria, Fungi, Protozoa and Invertebrate reference genome 

databases. Once the reads are binned, they are assembled into contigs which are then 

blasted with their respective reference database to find their best match. In parallel, the 

genome coverage of each represented genome is calculated. Reads that fail to be binned 

into one of the groups are independently assembled and blasted against the virus refer-

ence genome database. Finally, all the results are merged and presented in web format. 

EXTENDED ABSTRACTS IWBBIO 2018

208

https://github.com/BU-ISCIII/PikaVirus


Fig. 1.  PikaVirus workflow scheme. 

3.2 Friendly report web-based for helping researcher interpretation 

One of the goals of PikaVirus was to provide the researcher with navigation-friendly 

and easy to understand output analysis. To that account, the results of the analysis are 

presented in a web page with the following layout:  

 Summary. The summary section contains an overview of the sample's results so that

the most represented organisms in each sample can be viewed at a glance.

Fig. 2. HTML report summary section. A pie chart is presented for each organism group and 

for each sample containing the best blast hit of each contig in the sample. 
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 Per sample. This section contains in depth information about the samples. The blast

and coverage analysis are merged for each contig, organized by sample and organ-

ism; and shown as a single line of a table.

 Read quality analysis. This section organizes trimming and read quality control

data in a practical way, so they can be easily consulted.

 What Is This? One of the main goals of generating the analysis report in web format

is to provide an intuitive, user-friendly report for the wet-lab researcher, not used to

dealing with plain text or log files. This section explains how to read each section of

the results page and how the data contained in them is calculated.

Fig. 3. HTML report per sample section. A table with blast and coverage information per sam-

ple and per organism is reported. 

3.3 Mapping and coverage for a more accurate virus identification 

The comparison with Pathosphere provided the expected insight about the genome 

coverage as metric for reliable clinical diagnostic as shown in Table 1. Both PikaVirus 

and Pathosphere found several Human adenovirus (HAdV) in a nasopharyngeal sample 

analyzed, for example. In both cases the identity percentage of all the H. adenovirus 

types ranged between 70% and 100% approx. With this data alone, it is not possible to 

determine which of the HAdV types is present in the sample. However, adding the 

genome coverage information obtained from mapping, we are able to determine that H. 

adenovirus 2 genome is covered in almost its totality (99.7%), while the others are only 

86%-88% covered. This data allows us to deduce the identity reported by blast is caused 

by the high homology between all the HAdV 
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Accession 

number* 

Genome PikaVirus Pathosphere 

Min 

identity 

(%) 

Max 

identity 

(%) 

Co-

verage 

(%) 

Min 

identity 

(%) 

Max 

identity 

(%) 

AC_000007.1 Human adenovirus 2 99.3 100 97.5 77.3 100 

AC_000008.1 Human adenovirus 5 94.6 100 86.5 - - 

AC_000017.1 Human adenovirus 1 92.1 100 87.7 97.87 100 

NC_003216.1 Human adenovirus 6 - - - 81.03 99.37 

Table 1.  Comparison between PikaVirus and Pathosphere results.Grean shows coverage 

between 90-100%, yellow between 50-89% and red between 0-49%. 

4 Discussion 

The number of metagenomics projects has greatly increased the last decade, mainly 

due to the overwhelming improvement metagenomics approaches present over classical 

molecular ones for pathogen identification and study[5].  

Of the various bioinformatics tools available to date, we found none handle and pre-

sent data in a way that we find satisfying, either because they perform black-box anal-

ysis of the data or because they present cryptic and incomplete results.  

For that reason, we developed PikaVirus, a metagenomics tool for viral community 

analysis. PikaVirus provides an in depth and user-friendly report and is completely 

open source. 

Most metagenomics software use assembly as the main approach in their analysis. 

Preliminary results of our approximation combining mapping with assembly and add-

ing coverage genome approach show an increased specificity. However, a comparison 

using better datasets is needed to establish the exact specificity.  
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Abstract. Cancer is a leading cause of death and majority of cancer
cases are diagnosed in the late stages of cancer by using conventional
methods. The gene expression microarray technology is applied to de-
tect and diagnose most types of cancers in their early stages. In this
paper, we address the problem of classifying cancer based on gene ex-
pression with handling the class imbalance problem. The synthetic mi-
nority over-sampling technique (SMOTE) is utilized to overcome this
problem by adding synthetic samples. Another common issue related
to the gene expression dataset that is addressed in this paper is the
curse of dimensionality. This problem is addressed through applying Chi-
Square and Information Gain feature selection techniques. After apply-
ing these techniques individually, we proposed a method to select the
most significant genes by combining those two techniques (CHiS& IG)
and investigated the effect of these techniques individually and in combi-
nation. Three benchmarking bio-medical datasets( Leukemia-subtypes,
Leukemia-ALLAML and Colon) are used. As classification methods, in-
dividual and ensemble learning methods are employed and compared. As
individual classifiers MLP and SMO-SVM are used. As ensemble classi-
fiers, we used Random forests classifier and proposed a majority voting
based ensemble of k-NN classifiers. The experimental results reveal that
the SMOTE technique results in improving the results in the most cases.
Additionally, the performance of the combined feature selection tech-
niques outperforms individual techniques in many cases. The obtained
results compare favourably with the literature.

Keywords: Cancer detection and diagnosis, Gene expression, Feature
selection, Class imbalance, ensemble classifiers

1 Introduction

A gene is a small piece of genetic material written in a code called DNA. Each
gene has within it a set of instructions for making molecules that organisms
need to survive. Genes themselves cannot be used by an organism. Instead, they
must be turned into a gene product. Gene expression is the process by which
the information contained within a gene becomes a useful product.
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Clinical and pathological information might be incomplete or misleading for can-
cer detection and diagnosis [1]. Cancer detection and diagnosis can be objective
and highly accurate using microarrays, which have the ability to support clini-
cians with the information to choose the most appropriate forms of treatment [2].
Considering detection and diagnosis cancer using gene expressions as classifica-
tion problem is traced back to the work of [3] which classify acute leukemias of
human as a test case.
The major challenge in microarray data is the curse of dimensionality such that
they include large number of genes with small number of samples. To alleviate
this limitation, researchers proposed several feature selection techniques that
could select the most significant genes and investigated several statistical and
machine learning classification methods.
Another critical issue regarding microarray datasets is the class imbalance prob-
lem in which there is significant variation in the samples per a class. This issue,
to our knowledge, has not addressed in the case of classifying cancers using gene
expression data. Therefore, one of the purpose of this research is to address this
issue using Synthetic minority over-sampling technique (SMOTE) [4]. SMOTE
is an over-sampling algorithm aims at overcoming the problem of imbalanced
dataset by over-sampling the minority class [4]. This is conducted by gener-
ating artificial samples instead of over-sampling with replacement. For other
biomedical applications, some important techniques for class prediction of high-
dimensional imbalanced data was reviewed an classified by [5].

In this research: an approach to classify the cancers based on gene expression
datasets with handling the class imbalance problem is proposed. Three publicly
available gene expression microarray datasets which suffer the class imbalance
problem and the curse of dimensionality are used. They are binary and multi-
ple classes. The effectiveness of the combining feature selection techniques was
investigated. Furthermore, multilayer perceptron (MLP), sequential minimum
optimization based support vector machine (SMO-SVM) and Random forests
classifiers are applied and compared. In addition, a homogeneous ensemble of
k-NN classifiers based on the majority voting method is proposed in which the
base k-NN models are built through the learning of different values of k.
The rest of this paper is organized as follows. In Section 2 we reviewed the most
related works while in Section 3 we present the experiments an results. Section
4 concludes this research.

2 Related Works

Lee et al. [6] used neural network-based finite impulse response extreme learn-
ing machine (FIR-ELM) to classify leukemia and colon tumor. The proposed
method (FIR-ELM) performs better than other classifiers for leukemia dataset.
For colon dataset, SVM performs better than FIR-ELM. Lotfi and Keshavarz [7]
presented an approach called PCA-BEL based on principle component analysis
and brain emotional learning network for classification gene-expression microar-
ray data. The pros of using BEL is that its low computational complexity.
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Rathore, Iftikhar, and Hussain [8] used two feature selection techniques in se-
quence. The first feature selection technique, Chi-square takes the whole dataset
and selects the discriminative gene subset which then used as an input to the sec-
ond feature selection technique, mRMR, which selects the most discriminative
gene subset among them. They reported that the proposed technique achieve
classification rates and perform better than the individual techniques.
Another approach that is utilized the nature of variations in gene expressions
to classify colon gene samples into normal and malignant classes is conducted
by Rathore, Hussain, and Khan [9]. They presented a majority voting based en-
semble of SVM. Experimental results reveal that the ensemble classifier improve
the results comparing with the single classification techniques.
Bouazza et al. [10] reported that SNR (Signal-to-Noise Ratio) feature selection
technique is the most trusted technique selecting the genes from three differ-
ent datasets when compared with Fisher, T-Statistics and ReliefF. Banka and
Dara [11] proposed a Hamming distance based binary Particle Swarm Optimiza-
tion (HDBPSO) algorithm to select the most significant gene subsets.
Simjanoska, Bogdanova, and Popeska [12] analyzed the gene expression to clas-
sify the colon carcinogenic tissue. The Illumina HumanRef-8 v3.0 Expression
BeadChip microarray technology was utilized to do the gene expression pro-
filing which contains 26 colorectal tumors and 26 colorectal healthy tissues.
An original methodology contains several steps was developed for biomarkers
detection which include data preprocessing, statistical analysis, modeling the
a priori probability for all significant genes. It was reported that Bayes the-
orem performs better than SVM and BDT. These findings were justified due
to the realistic modeling of the priori probability of Bayes’ theorem. However,
such method is somewhat complicated. The poriori probability model gener-
ated in [12] is then employed in Bogdanova, Simjanoska, and Popeska [13] by
using gene expression with the Affymetrix Human Genome U133 Plus 2.0 Ar-
ray, the results revealed poor distinctive capability of the biomarker genes. That
means the priori probability model is platform dependent. This finding con-
firms what was concluded in Wong, Loh, and Eisenhaber [14] where they stated
each platform requires different statistical treatment [14]. Simjanoska, Madevska
Bogdanova, and Popeska [15] generated a statistical approach of gene expression
values obtained from Affymetrix using the similar methodology of [12]. The find-
ings revealed that an excellent results were achieved using Bayes’ theorem when
appropriate preprocessing methodology is followed. The results reported in [15]
was then improved in Simjanoska and Bogdanova [16]. They proposed a filtering
genes method to select the most essential biomarkers. It is called Leave-one-out
method and is based on iterative Bayesian classification.
Tong et al. [17] introduced a genetic algorithm (GA) based ensemble SVM
classifier constructed on gene pairs (GA-ESP). The base classification methods
(SVMs) of the ensemble system are trained on various informative gene pairs.
These gene pairs are selected by the top scoring pair (TSP) criterion. GA is then
employed to select an optimized combination of base classifiers. The applicabil-
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ity of the proposed approach was evaluated on several cancer datasets in both
binary-class and multiple class datasets.

Cao et al. [18] presented a novel fast feature selection method based on multi-
ple SVDD, called MSVDD-RF. Insignificant features are eliminated recursively.
It is applied to multiple class microarray data to detect different cancers. Table
1 sumerizes the reviewed studied in terms of the type of cancer, the used and
proposed techniques, the features selection techniques and the used datasets.

In conclusion, none of the aforementioned studies has addressed the problem
of class imbalance. Additionally, nearly all of those studies applied the feature
selection techniques individually apart from that is the study of Rathore et
al. [8]. The main difference is that they used two feature selection techniques in
sequence (ChiS and mRMR) while we combined two techniques (ChiS and IG) in
parallel. This is in addition to the difference in the methodologies. Furthermore,
rare efforts have been conducted to employ ensemble learning methods.

Table 1. Related Works

Ref Cancer Type Technique Feature Selection Dataset

[6] Lukemia,
colon

FIR-ELM, MLP,
ELM, SVM

FGFS KentRidge

[7] Lung, colon,
breast

ANN: PCA-BEL PCA KentRidge

[8] Colon SVM Chi-squar+mRMR KentRidge, Notterman, E-
GEOD-40966

[9] Colon SVM, ensemble of
SVMs

chi-square, F-Score,
PCA, mRMR

KentRidge, BioGPS, Not-
terman, E-GEOD-40966

[10] Leukemia
, prostate,
colon

K-NN, SVM Fisher, T-Statistics,
SNR (Signal-to-
Noise Ratio), ReliefF

KentRidge, GEO

[11] Colon, lym-
phoma,
leukemi

k-NN, BLR, Bayes
Net, Neuroblastoma,
SVM, MLP, J48,
LMT , Random
forests.

HDBPSO

[12] Colon Bayes classifier,
SVM, BDT

GEO

[13] Colon Bayes classifier Affymetrix Human Genome
[16] Colon Bayes classifier Low entropy filter,

and Leave-one-out
method

Affymetrix Human Genome

[17] Breast,
Colon,
Leukemia,
Prostate

GA, ensemble SVM TCP KentRidge

[18] Colon, Lung,
Leukemia

SVM, k-NN MSVDD-RF KentRidge, Leukemia3, No-
vartis
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Table 2. Summary of the datasets

Dataset Class Gene Training set Test set

Leukemia-
subtype

7 (BCR-ABL, E2A-PBX1,
Hyperdiploid>50, MLL, T-
ALL, TEL-AML1 and others)

12558 215 (9/ 18/
42/ 14/ 28/
52/ 52)

112 (6/ 9/ 22/
6/ 15/ 27/ 27)

Leukemia-
ALLAML

2 (ALL/AML) 7129 38 (27/11) 34 (20/14)

Colon 2 (Tumor/Normal) 2000 43 (28/15) 19 (12/7)

3 Experiments and Results

3.1 Gene Expression Microarray Datasets

Three publicly available gene expression microarray datasets, were used. All
of these datasets suffer the problem of the class imbalance and the curse of
dimensionality. The first one is Lymphoblastic Leukemia (Leukemia-subtype)
dataset [19] and is a multiple class dataset. It is composed of seven subtypes
(BCR-ABL, E2A-PBX1, Hyperdiploid>50, MLL, T-ALL, TEL-AML1 and oth-
ers) and contains 12558 genes per sample. The second dataset is Leukemia-
ALLAML [3] which is binary class (ALL and AML) and is composed of 7129
genes. The third dataset is colon tumor [20] which is a binary class (normal and
malignant) and is composed of 2000 genes. Table 2 summarizes the datasets.

Each gene is normalized on the interval [0, 1].

3.2 SMOTE

For each dataset described in Table 2, another dataset is generated after ap-
plying SMOTE technique. SMOTE handle the problem of imbalanced dataset
by over-sampling the minority classes [4]. Generating artificial examples by us-
ing SMOTE algorithm relies on the feature space similarities between existing
minority examples. SMOTE considers the K-nearest neighbors of each example
xi ∈ Smin such that Smin is the minority class and K is an integer number. It de-
fines the K-nearest neighbors belongs to Smin with smallest Euclidean distance
measure to xi along the n-dimensions of feature space X. To generate synthetic
samples, SMOTE computes the difference between the sample under consider-
ation and its nearest neighbor and multiplies it by a random number between
zero and one [21]. In the our experiments, we used k=5.
Applying SMOTE is performed for the training datasets because it is not rea-
sonable to generate synthetic testing data and evaluating the models based on
synthetic testing samples. After applying SMOTE the number training samples
of each class in all created datasets become equal to the maximum number of
training samples in the original ones. That means, the numbers of training sam-
ples per class in Leukemia-subtype, Leukemia-ALLAML and Colon become 52,
27 and 28, respectively. Table 2 also shows the majority and minority classes
distributions the datasets.
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3.3 Feature Selection

Two feature selection techniques namely, Chi-Square (ChiS) and Information
Gain (IG)were investigated. Chi-S and IG rank the attributes based on their
significance. Chi-Square evaluates attributes with respect to the class through
computing the Chi-square statistic [22]. With IG feature selection technique, the
worth of an attribute is evaluated through measuring the information gain with
respect to the class. WEKA-3.6.13 [22] is used to implement ChiS and IG feature
selection techniques. We adopted the cutoff threshold to zero because the de-
fault threshold did not reduce in the number of the genes, it just ranks them. We
proposed a method to select the most significant genes by combining both ChiS
ans IG. We assumed that those genes that are selected by both techniques are
more significant than those selected by the individual technique, so we selected
the common genes selected by both techniques. Additionally, this generates less
number of selected genes compared with the individual techniques. The num-
ber of full and selected genes of the datasets after applying feature selection
techniques is shown in Table 3.

Table 3. Number of Genes in the Datasets before and after Applying Feature Selection
Techniques

Technique Leukemia-subtype Leukemia-ALLAML Colon

Full Genes 12558 7129 2000
ChiS 300 200 150
IG 300 200 150
ChiSIG 233 145 12
ChiSIG after applying SMOTE 255 163 111

3.4 Classification phase

MLP, SMO-SVM and Random forests classifiers are used and compared to clas-
sify the type of cancer. We investigated these classifiers with different parameters
and structures implemented on WEKA-3.6.13 [22]. For MLP, different struc-
tures are investigated using different number of neurons in the hidden layers
and learning rates. In the first structure, the number of hidden layer neuron is
calculated by the tacking the average of the number of input and the output,
for example if the number of genes is 300 and the number of output (classes) is
seven (number of classes) then the number of the neurons in the hidden layer is
(300 + 7)/2 = 154. For learning rate we used the value of 0.3. Other structures
of MLP were investigated with using values of 20, 50 and 80 as the number of
neurons in the hidden layer with investigating different learning rates of 0.1, 0.3
and 0.5, with the possible combinations. All structures of MLP were investigated
with Momentum of 0.2 with back propagation learning algorithm.
For SVM classifier, SMO-SVM algorithm was used with investigating two differ-
ent kernel functions: PUK and Poly-kernel with the complexity parameter C of
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one. Multi-class problem were solved using pairwise classification which is known
as one-vs-one. SMO-SVM [23] is an algorithm used to speed up the training of
SVM through breaking a very large quadratic programming (QP) optimization
problem in SVM into a series of smallest possible QP problems. This in turn
avoids using a time-consuming numerical QP optimization as an inner loop.
Random forests combines decision tree predictors. Each tree relies on the values
of a random vector which is sampled independently and all trees in the forest
have the same distribution [24].

We proposed a homogeneous ensemble of k-NN classifiers to classify cancers
by using the concept of majority voting of the predicted labels of the individual
k-NN models. The majority voting algorithm combines the labels predicted by
each of 1-NN, 3-NN and 5-NN models individually (1-NN means one nearest
neighbour, 3-NN means three nearest neighbour, etc.). Then it assigns a label
to a sample based on the majority votes. Fig. 1 illustrates the framework of the
majority voting based ensemble of k-NN classifiers.

Fig. 1. The framework of the majority voting based ensemble of k-NN classifiers.
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3.5 Results

Well-known performance metrics, namely precision, recall, F-measure and ac-
curacy, are used in this work. These metrics require computing the number of
positive samples classified correctly, called true positive (TP), the number of
positive samples classified incorrectly, called false negative (FN), the number
negative samples classified correctly, called true negative (TN), and the number
of negative samples classified incorrectly, called false positive (FP). The exper-
imental results are summarized in Tables 4, 5and 6 for MLP, SMO-SVM and
Random forests, respectively. Each table show the results before and after ap-
plying SMOTE technique for each feature selection technique and is divided into
three parts. Each part represents the results of a dataset. The best performances
are indicated by numbers in bold. We mean here by the best performance the
highest precision, recall, F-measure and accuracy. This is followed by the number
of selected genes. That means when the results obtained using different feature
selection techniques equals, we consider the technique with smallest number of
genes is the best. For example, in the case of Leukemia-subtype the results ob-
tained using the ChiS equal to the results obtained using the combined technique
(ChiSIG). However, we considered the results obtained using the combined tech-
nique are better because it outperformed the ChiS technique in the term of the
number of selected genes. The number of genes in the case of ChiS is 300 while
in the case of the combined technique is 233 genes. This is true regarding other
cases.
For MLP, the best performance is obtained using the first structure, defined
above, for all datasets. For SMO-SVM the best performance is obtained when
using Poly Kernel function for Leukemia-subtype and Leukemia-ALLAML and
PUK kernel function for colon dataset.

Table 4. The results obtained using MLP

Leukemia-subtype Leukemia-ALLAML Colon
Prec Recall F Acc Prec Recall F Acc Prec Recall F Acc

ChiS 96.8 96.4 96.5 96.43 94.7 94.1 94.0 94.12 84.1 84.2 83.9 84.21
ChiS-SMOTE 96.4 96.4 96.4 96.43 94.7 94.1 94.0 94.12 91.0 89.5 89.0 89.47
IG 94.8 94.6 94.7 94.64 94.7 94.1 94.0 94.12 84.2 78.9 76.2 78.95
IG-SMOTE 95.8 95.5 95.6 95.54 97.2 97.1 97.0 97.06 91.0 89.5 89.0 89.47
ChisIG 96.8 96.4 96.5 96.43 97.2 97.1 97.0 97.06 87.4 84.2 82.9 84.21
ChisIG-SMOTE 94.8 94.6 94.7 94.64 97.2 97.1 97.0 97.06 91.0 89.5 89.0 89.47

3.6 Analysis and Comparison

To analysis the effect of the SMOTE techniques, we classified its effects into
three types: positive effect, negative effect and no effect. The experimental re-
sults shown in Tables 4, 5 and 6 demonstrate that 19 cases out of 27 cases
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Table 5. The results obtained using SMO-SVM

Leukemia-subtype Leukemia-ALLAML Colon
Prec Recall F Acc Prec Recall F Acc Prec Recall F Acc

ChiS 96.3 95.5 95.7 95.54 88.2 85.3 84.5 85.29 87.4 84.2 82.9 84.21
ChiS- SMOTE 95.6 95.5 95.5 95.54 94.7 94.1 94.0 94.12 91.0 89.5 89.0 89.47
IG 95.9 95.5 95.6 95.54 97.2 97.1 97.0 97.06 81.4 73.7 68.6 73.68
IG-SMOTE 96.6 96.4 96.4 96.43 97.2 97.1 97.0 97.06 84.1 84.2 83.9 84.21
ChisIG 97.3 96.4 96.6 96.43 94.7 94.1 94.0 94.12 78.9 68.4 59.7 68.42
ChisIG-SMOTE 97.6 97.3 97.3 97.32 90.2 88.2 87.8 88.24 91.0 89.5 89 89.47

Table 6. The results obtained using Random forests

Leukemia-subtype Leukemia-ALLAML Colon
Prec Recall F Acc Prec Recall F Acc Prec Recall F Acc

ChiS 89.0 93.8 91.3 93.75 88.2 85.3 84.5 85.29 79.1 78.9 78.0 78.95
ChiS-SMOTE 96.6 96.4 96 96.43 92.3 91.2 91.0 91.18 91.0 89.5 89.0 89.47
IG 89.4 93.8 91.3 93.75 90.2 88.2 87.8 88.24 81.4 73.7 68.6 73.68
IG-SMOTE 95.1 94.6 93.9 94.64 88.2 85.3 84.5 85.29 87.4 84.2 82.9 84.21
ChisIG 90.0 94.6 92.2 94.64 86.4 82.4 81.1 82.35 79.1 78.9 78.0 78.95
ChisIG-SMOTE 94.9 95.5 94.9 95.54 90.2 88.2 87.8 88.24 87.4 84.2 82.9 84.21

SMOTE technique has positive effect in which the results were improved. Addi-
tionally, SMOTE technique has negative effect in three cases and has no effects
in five cases. These cases are summarized in Table 7. In general, the overall av-
erage of results obtained using all classifiers is improved after applying SMOTE
as shown in Figure 2.

Table 7. The effects of the SMOTE (+ means positive effect, - means negative and =
means no change)

Classifier Feature Selec-
tion

Leukemia-
subtype

Leukemia-
ALLAML

Colon

ChiS = = +
MLP IG + + +

ChiSIG - = +

ChiS = + +
SMO IG + = +

ChiSIG + - +

ChiS + + +
RF IG + - +

ChiSIG + + +

The sensitivity of the classifiers to the SMOTE technique is analysed. The ex-
perimental results indicate that SMO-SVM and Random forests classifiers are
more sensitive positively to SMOTE. Figure 3 shows that the overall average of
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the improvements in the results (accuracy rates) obtained using SMO-SVM and
Random forests are more significant than MLP.

Fig. 2. The overall average accuracy of MLP, SMO-SVM and Random forests classifiers
obtained in aforementioned experiments

One of the main objectives of this research is the focus on the ensemble of
learning methods. Therefore, other experiments were conducted using Random
forests and the ensemble of k-NN classifiers. ChiS feature selection is used with
using 10-fold-cross validation mode (instead of training and testing mode) with
applying SMOTE. The most informative genes for the three datasets were first
investigated. The number of the most informative genes with the accuracies using
Random forests classifier are shown in Fig. 3. The best performances of the most
significant set of genes obtained using Random forests classifier is illustrated in
Table 8. The aforementioned procedure is also followed using the ensemble of
k-NN classifiers instead of Random forests. The number of the most informative
genes with the accuracies using the ensemble of k-NN classifiers are shown in
Fig. 4. Table 9 illustrates the best performances of the most significant set of
genes obtained using the ensemble of k-NN classifiers.
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Fig. 3. Accuracy of Random forests classifier with ChiS feature selection on the three
datsets handled using SMOTE

Table 8. The most significant set of genes selected by ChiS feature selection after
applying SMOTE using Random forests

Dataset #genes Prec Recall F Acc

Leukemia-subtypes 90 96.5 96.6 96.5 96.6
Leukemia-ALLAML 50 100.0 100.0 100.0 100.0
Colon 60 92.5 92.5 92.5 92.5

Fig. 4. Accuracy of the ensemble of k-NN classifiers with ChiS feature selection on the
three datsets handled using SMOTE
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Table 9. The most significant set of genes selected by ChiS feature selection after
applying SMOTE and evaluated using the ensemble of k-NN classifiers

Dataset #genes Prec Recall F Acc

Leukemia-subtypes 100 94.2 93.9 93.5 93.85
Leukemia-ALLAML 60 99.0 98.9 98.9 98.94
Colon 30 93.1 92.9 92.5 92.95

We compared the obtained results with related works based on some criteria
as illustrated in Table 10.

Table 10. Comparisons of our work and related works

Ref Techniques #genes Experimental
method

Acc%

Dataset: Leukemia-subtype
Li Zhang [25] similarity-balanced discriminant neigh-

borhood embedding (SBDNE)
Holdout
method

86.95

Our work ChisIG-SMOTE and SMO 255 Holdout
method

97.32

Our work ChisIG-SMOTE and SMO 90 10-fold-CV 96.56

Dataset: Leukemia-ALLAML
Li Zhang [25] Locally linear discriminant embedding

(LLDE)
Holdout
method

88.18

Lee et al. [6] Neural network-based finite impulse re-
sponse extreme learning machine (FIR-
ELM)

10-fold-CV 96.53

Our work (1) ChiSIG and MLP (2) ChiSIG-
SMOTE and MLP

145 Holdout
method

97.06

Our work ChiSIG-SMOTE Random forests 50 10-fold-CV 99.95

Dataset: Colon
Rathore et al. [8] Sequence of Chi-S and mRMR) & SVM 40 10-fold-CV 91.94
Lotfi and Ke-
shavarz [7]

PCA-BEL 10-fold-CV 87.40

Lee et al. [6] FIR-ELM 10-fold-CV 79.76
Our work (1) ChisIG-SMOTE and MLP (2)

ChisIG-SMOTE and SMO
111 Holdout

method
89.47

Our work ChiS-SMOTE and ensemble of k-NN
classifiers

30 10-fold-CV 92.50
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4 Conclusion

A research is conducted to classify cancers using gene expression datasets. Two
main issues are addressed: the class imbalance and the curse of dimensionality of
gene expression microarray datasets. We addressed the class imbalance problem
through over-sampling the minority classes using SMOTE technique. While the
issue of the curse of dimensionality was addressed in this research by applying
two popular feature selection techniques individually and in combination. Three
publicly available bio-medical datasets (Leukemia-subtype, Leukemia-ALLAML
and Colon tumor) which suffer the problems of the class imbalance and curse of
dimensionality were used. The effectiveness of the proposed approach was evalu-
ated using MLP, SMO-SVM and Random forests classification algorithms. A ma-
jority voting based ensemble of k-NN classifiers is also proposed and evaluated.
The experimental results indicate that SMOTE technique results in improving
the results in the most cases. Additionally the highest results are obtained using
the combined feature selection technique in the most cases. Moreover, the sen-
sitivity of the used classifiers to the SMOTE is also analysed in this research.
The experimental results demonstrates that SMO-SVM and Random forests are
is more sensitive positively to the effect of SMOTE than MLP. For Leukemia-
subtype, the best performance is obtained using SMO-SVM with the combined
feature selection technique and after applying SMOTE such that an accuracy
rate of 97.32% is obtained. For the second dataset Leukemia-ALLAML, the
highest accuracy of 97.06% is obtained using MLP with the combined feature
selection technique and SMO-SVM with IG feature selection technique. For the
colon dataset, the highest accuracy rate of 89.47% is achieved using both MLP
and SMO-SVM with the combined feature selection technique after applying
SMOTE. The same results were obtained using Random forests using the ChiS
after applying SMOTE. Other experiments were performed to investigate the
most significant set of genes for all datasets using ChiS feature selection and en-
semble learning methods (Random forests and the proposed ensemble of k-NN
classifiers) after applying SMOTE. The highest accuracy rates of Leukemia-
subtype was 96.56% which is obtained using a set of 90 genes, 100% which is
obtained using a set of 50 genes for Leukemia-ALLAML and the Random forests
and 92.50% which is obtained using a set of 30 genes for the colon dataset and
the proposed ensemble of k-NN classifiers. The obtained results are compare
favourably with the literature. The authors are working now on investigating
other techniques to combine feature selection techniques and proposing a het-
erogeneous ensemble learning methods based on meta learner.
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1 Introduction 

Recently the number of researchers using high throughput sequencing techniques in 
their studies has grown significantly, and high throughput RNA-Seq has validated its 
utility across a wide set of experiments. Moreover, differential gene expression analysis 
has been one of the most important procedures to analyse mRNA expression level be-
tween different conditions. 

RNA-Seq data analysis require specific bioinformatic processes depending on the 
experimental paradigm.  This study focuses on the bioinformatic protocols for differ-
ential gene expression quantification between different conditions. Differential expres-
sion analysis workflows have evolved including new features, that aim to improve the 
specificity and sensibility of these analyses. Also, these workflows not only improved 
by giving more accurate results, but also have incorporated new algorithms reducing 
computational requirements. The analysis of strengths and weakness between different 
protocols could be interesting for the scientific community. 

2 Material and methods 

Already described protocols like “tuxedo” (1)(TopHat, Cufflinks and CummeRbund) 
and “new tuxedo” (2)(HISAT,StringTie and Ballgown) have been chosen in addition 
to protocols composed by general purpose programs (3) (STAR (4), FeatureCounts (5), 
and EdgeR (6) / DeSeq (7)) for this study. FeatureCounts, DeSeq and EdgeR have been 
combined with data generated by all aligners to study variations on the results through 
the different tools.  

Many features, such as memory effectivity, performance as mapping speed, etc. of 
these three different analysis workflows has been evaluated across the three main pro-
tocol steps looking for differences, advantages and disadvantages of each one. Mean-
while we have cross combined the three main protocol steps between them to compare 
the combined performance versus the original workflows. For final workflow evalua-
tion significantly differential expressed gene sets identified for each method, were stud-
ied in GeneMania (8) analysing predicted pathways by the three different gene sets. 
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3 Results and discussion 

After aligners evaluation, STAR got the best average read mapping ratio (99%) com-
pared with TopHat (94,5%) and HiSat (96,5%). Other parameters like CPU and 
memory requirements have been measured in addition of mapping read ratio. Feature-
Counts was the quickest in the second step and provides a simple and easy to understand 
dataset. Finally, EdgeR, using FeatureCounts, presents advantages in flexibility at the 
experimental design, reliability of statistical models using empiric bayes methods, and 
normalization methods (TMM, Trimmed mean of m-values).  

To sum up, we propose STAR, FeatureCounts and EdgeR workflow as a low com-
putational requirement and reliable protocol in differential gene expression analysis 
with high experimental design flexibility. 

4 Thanks 

This work was supported by  Instituto de Salud Carlos III CP15/00198, Fondo Social 
Europeo (Periodo de Programación 2014 – 2020) and Fondo Europeo de Desarrollo 
Regional granted to IML.  

References 

1. Trapnell C, Roberts A, Goff L, Pertea G, Kim D, Kelley DR, et al. Differential gene and
transcript expression analysis of RNA-seq experiments with TopHat and Cufflinks. Nat
Protoc [Internet]. 2012;7(3):562–78. Available from:
http://dx.doi.org/10.1038/nprot.2012.016%5Cnhttp://www.pubmedcentral.nih.gov/arti
clerender.fcgi?artid=3334321&tool=pmcentrez&rendertype=abstract

2. Pertea M, Kim D, Pertea GM, Leek JT, Salzberg SL. Transcript-level expression
analysis of RNA-seq experiments with HISAT, StringTie and Ballgown. Nat Protoc
[Internet]. 2016;11(9):1650–67. Available from:
http://dx.doi.org/10.1038/nprot.2016.095%5Cnhttp://10.1038/nprot.2016.095%5Cnhtt
p://www.nature.com/nprot/journal/v11/n9/abs/nprot.2016.095.html#supplementary-
information

3. Love MI, Huber W, Anders S. Moderated estimation of fold change and dispersion for
RNA-seq data with DESeq2. Genome Biol [Internet]. 2014;15(12):550. Available from:
http://genomebiology.biomedcentral.com/articles/10.1186/s13059-014-0550-8

4. Dobin A, Davis CA, Schlesinger F, Drenkow J, Zaleski C, Jha S, et al. STAR: ultrafast
universal RNA-seq aligner. Bioinformatics [Internet]. 2013 Jan;29(1):15–21. Available
from: https://academic.oup.com/bioinformatics/article-
lookup/doi/10.1093/bioinformatics/bts635

5. Liao Y, Smyth GK, Shi W. featureCounts: an efficient general purpose program for
assigning sequence reads to genomic features. Bioinformatics [Internet]. 2014 Apr
1;30(7):923–30. Available from: https://academic.oup.com/bioinformatics/article-
lookup/doi/10.1093/bioinformatics/btt656

EXTENDED ABSTRACTS IWBBIO 2018

229



3 

6. Robinson MD, McCarthy DJ, Smyth GK. edgeR: a Bioconductor package for
differential expression analysis of digital gene expression data. Bioinformatics
[Internet]. 2010 Jan 1;26(1):139–40. Available from:
https://academic.oup.com/bioinformatics/article-
lookup/doi/10.1093/bioinformatics/btp616

7. Anders S, Huber W. Differential expression analysis for sequence count data. Genome
Biol [Internet]. 2010;11(10):R106. Available from:
http://genomebiology.com/2010/11/10/R106

8. Montojo J, Zuberi K, Rodriguez H, Kazi F, Wright G, Donaldson SL, et al.
GeneMANIA cytoscape plugin: Fast gene function predictions on the desktop.
Bioinformatics. 2010;26(22):2927–8.

EXTENDED ABSTRACTS IWBBIO 2018

230



New features and recipes for simulating
structural mutations with BAMSurgeon

Adam D. Ewing

Mater Research Institute - University of Queensland
TRI Building Level 4, Woolloongabba, QLD, Australia

adam.ewing@mater.uq.edu.au

1 Introduction

The computational methods used to detect mutations from next generation se-
quence data are always improving as is the throughput and accuracy of the un-
derlying data. As technology advances so does our ability ask more nuanced and
interesting questions. Examples include detection of somatic mutations at low
variant allele frequency (VAF), detection of mutations in single-cell sequence
data, and the ability to resolve complex structural rearrangements. With in-
creasing sophistication and difficulty in detecting mutations comes increasing
difficulty in validating mutations and in tuning software parameters. In many
cases false positives can be detected through follow-up with molecular methods
(PCR, ddPCR), but tuning parameters to control the false negative rate is sig-
nificantly more challenging.

One approach to this challenge is realistic simulation of mutations using
BAMSurgeon, a tool which adds mutations to existing data. Using existing data
has the advantage of side-stepping the need to simulate the underlying error
rate associated with sequencing technology, and also allows direct comparison
of sequencing methods. BAMSurgeon is highly configurable allowing the user
to specify mutation locations, types, VAFs, and meta-information specific to
various mutation types. While the basic functionality of BAMSurgeon has been
described elsewhere [1,2], a number of recently developed novel features unique
to BAMSurgeon which enable simulation of a wider repertoire of structural vari-
ation are described here.

2 Accurate Simulation of Retrotransposon Insertions

Retrotransposons are among the most potent mutagens in healthy mammalian
genomes and in many tumour types, accounting for the large majority of struc-
tural insertion mutations when indels are excluded [3]. Detecting these muta-
tions is challenging due to their repetitive nature - many copies already exist in
the genome - and the specifics of their mechanism of mobilisation also present
unique challenges [4]. From a sequence analysis standpoint, canonical retrotrans-
poson insertions consist of two breakpoints at either end of the element and the
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insertion is typically flanked by target-site duplications (TSD). The 3’ end of
the inserted sequence is typically polyadenylated and the 5’ end may be trun-
cated or inverted relative to the donor sequence. Typically the insertions occur
preferentially at endonuclease cleavage sites, and the sequence and specificity are
dependent on the retroelement family. BAMSurgeon includes the necessary func-
tionality to accurately simulate retrotransposon insertions including target site
selection, TSD generation, and scripts to assist in generating custom libraries of
insertion sequences with realistic characteristics including truncations, 5’ inver-
sions, and polyadenylation.

3 Simulation of Complex Rearrangements

BAMSurgeon supports a number of simple structural mutation types: dupli-
cation, deletion, insertion, inversion, and translocation [2]. It also allows for
the chaining of these mutations together to create complex structural rearrange-
ments e.g. invert part of a duplicated sequence and create a deletion at one of the
breakpoints. This functionality can be used to simulate some of the complex rear-
rangements typical in hypermutated tumour genomes including chromothripsis,
which is thought to be associated with DNA repair defects, and chromoplexy,
which is associated with mitotic defects. Chromothripsis is observed as a large
number of proximal rearrangements, while chromoplexy involves a large number
of distal and inter-chromosomal rearrangements. BAMSurgeon, in conjunction
with included auxiliary scripts, includes the functionality to generate examples of
chromothripsis and chromoplexy and simulated them in existing genomes, pro-
viding a much-needed means to test the accuracy of tools in deciphering these
complex mutations.
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The roles and mechanisms of celecoxib in gastric cancer 

NCI-N87 cells 

Abstrcat 

Background 

Gastric cancer is a common malignancy worldwide, characterized by 

highly invasiveness and aggressiveness. Besides operation, chemotherapy 

is usually used to perform adjuvant therapy for gastric cancer. 

Chemotherapy drugs can be divided into cytotoxic drugs and non 

cytotoxic drugs, and the curative effect of non cytotoxic drugs for the 

treatment of gastric cancer is superior to cytotoxic drugs with lower side 

effect.  Non-steroidal anti-inflammatory drugs incluidng 

cyclooxygenase-2 inhibitors belong to non cytotoxic drugs and can 

promote the treatment of many tumors. Celecoxib as a kind of 

cyclooxygenase-2 inhibitor may inhibit proliferation and angiogenesis, as 

well as promote apoptosis in the tumor cells. However, the celecoxib for 

inhibiting the occurrence and development of gastric cancer is still 

unclear. 

Objective 

1. The effect of celecoxib on cell viability, cell cycle and cell

apoptosis on human gastric carcinoma cell lines NCI-N87 were 

investigated.  

2. We verified the mRNA levels of COX-2 in NCI-N87 cells treated
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and untreated with celecoxib. 

3. The RNA sequencing data of NCI-N87 human gastric carcinoma 

cells treated with or without celecoxib were prepared. Then, differentially 

expressed genes (DEGs) and lncRNAs were identified for pathway 

enrichment analysis. Afterward, protein-protein interaction (PPI) network 

for DEGs was constructed and module analysis was performed. 

Additionally, co-expression analysis of differentially expressed genes and 

lncRNAs was performed. This study is aimed to investigate the 

mechanisms of lncRNAs in gastric cancer cell line treated with celecoxib. 

4. We verified the mRNA levels of lnc-SCD-1:13 and lnc-PTMS-1:3 

as well as ITGA3 and DVL1, aiming to further reveal whether lncRNAs 

involved in the treatment of celecoxib in NCI-N87 cells. 

Methods 

1. MTT assay was used to detect cell viability of NCI-N87 cells. 

Besides, cell cycle and apoptosis were observed by flow cytometry 

analysis. 

2. The mRNA levels of COX-2 were detected by Real time-PCR in 

NCI-N87 cells treated and untreated with celecoxib. 

3. RNA libraries for NCI-N87 cells treated and untreated with 

celecoxib were built and the next generation sequencing was performed. 

Quality control (QC) of obtained next generation sequencing (NGS) data 

was conducted by NGS QC Toolkit. Cuffdiff was applied to screen 
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differentially expressed genes and lncRNAs with the cut-off criteria of 

q-value < 0.05. Gene Ontology (GO) functonal and Kyoto Encyclopedia

of Genes and Genomes (KEGG) pathway enrichment analysis were 

performed using GO-function package and KEGGprofile in Bioconductor, 

respectively (p < 0.05 and gene counts 2). The PPIs for DEGs were 

predicted using version 9.1 of STRING database with the combine 

score > 0.7. Pearson correlation coefficients between DEGs and lncRNAs 

were firstly calculated. The co-expressed genes and lncRNAs pairs were 

selected with |Pearson correlation coefficient| > 0.98.

4. With key genes in NCI-N87 cells treated with celecoxib were

selected as experimental objects, the mRNA levels of lnc-SCD-1:13 and 

lnc-PTMS-1:3 as well as ITGA3 and DVL1 were detected by Real 

time-PCR in NCI-N87 cells. 

Results 

1. Effect of celecoxib on cell proliferation, cell cycle and cell

apoptosis in NCI-N87 cells 

The results of MTT analysis showed that the cell viability was 

significantly inhibited in celecoxib treated cells group compared with 

untreated cells (p < 0.05). The results of flow cytometry suggested that 

compared with control group, celecoxib treated cells had a significantly 

increased percentage of cells in G0/G1 phase (p < 0.05) and lower 

percentage of cells in S and G2 phase (p < 0.05). The results of flow 
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cytometry showed that the cell viability in early and late apoptosis were 

both significantly increased in celecoxib treated cells compared with 

untreated cells (p < 0.05).  

2. Effect of celecoxib on the mRNA levels of COX-2 in NCI-N87 

cells 

We found that the expression of COX-2 mRNA in celecoxib with 

effective dose treated cells had no significant difference compared with 

untreated cells. 

3. Differentially expressed genes and lncRNAs 

A total of 490 DEGs, including 302 up-regulated and 188 

down-regulated DEGs, were identified between the celecoxib group and 

the control group. Meanwhile, 37 differentially expressed lncRNAs, 

including 19 up-regulated and 18 down-regulated differentially expressed 

lncRNAs, were screened. 

4. Functional enrichment analysis for DEGs 

GO enrichment analysis revealed that the up-regulated DEGs mainly 

were enriched in small molecule metabolic process, involving in ABCC3, 

ACAA1, B3GNT3 and CD320, and extracellular region, related to 

ITGA3, ITGA6, ITGB4 and ITGB5 respectively. The down-regulated 

DEGs were enriched in tissue development (ADAM9, ALDH1A3 and 

FNDC3B), extracellular region (ADAM9, CCDC80 and CLIC5) and 

chemokine activity (ADAM9, HSPB1, MARCKS and PKP2), 
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respectively. 

5. Pathway enrichment analysis for DEGs

Pathway enrichment analysis indicated that the up-regulated DEGs 

were significantly enriched in the metabolic pathways (ATP5G1, ATP5G3, 

ATP6AP1, COX8A, CYC1, NDUFS3, UQCRC1, UQCRC2 and 

UQCRFS1) and oxidative phosphorylation (ATP5G1, ATP5G3, 

ATP6AP1, COX8A, CYC1, NDUFS3, UQCRC1, UQCRC2 and 

UQCRFS1). On the other hand, the down-regulated DEGs were enriched

in epithelial cell signaling in helicobacter pylori infection (CXCL1, 

CXCL8 and MAP3K14), chemokine signaling pathway (BCAR1, 

CXCL1, CXCL3, CXCL5 and CXCL8) and cytokine-cytokine receptor 

interaction (BMPR2, CXCL1, CXCL3, CXCL5, CXCL8 and 

TNFRSF19). 

6. PPI network and module analysis

After the PPIs of DEGs was predicted, two modules (Module 1 and 

Module 2) with the highest significance were selected. The DEGs in 

module 1 (ITGB6, LAMA3, ITGA6, ITGB4, ITGB5, ITGA3 and ITGB8) 

were mainly related to functions about integrin-mediated signaling 

pathway, extracellular matrix organization and cell adhesion. In module 2, 

DEGs, including CYC1, COX8A, UQCRC1, NDUFS3, UQCRC2 and 

UQCRFS1, were involved in the respiratory electron transport chain and 

mitochondrial inner membrane. The DEGs (such as LAMA3, ITGA3, 
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ITGA6, ITGB4, ITGB5, ITGB6 and ITGB8) in the module 1 were 

mainly enriched in the focal adhesion pathway and ECM-receptor 

interaction pathway. Meanwhile, three up-regulated DEGs (LAMA3, 

ITGA6 and ITGA3) were enriched in pathways in cancer. The seven 

up-regulated DEGs including ATP5G3, CYC1, COX8A, UQCRC1, 

NDUFS3, UQCRC2 and UQCRFS1 in module 2 were enriched in 

oxidative phosphorylation  and metabolic pathways. 

7. Co-expression analysis of differentially expressed genes and

lncRNAs 

The DEGs co-expressed with lnc-SCD-1:13, lnc-LRR1-1:2, 

lnc-PTMS-1:3, lnc-S100P-3:1, lnc-AP000974.1-1:1 and lnc-RAB3IL1- 

2:1 were enriched in the pathways related to cancer, such as basal cell 

carcinoma (FZD7 , DVL1 and WNT7B)), pathways in cancer (FZD7 , 

DVL1 and ITGA3) and ECM-receptor interaction (ITGA3). The DEGs 

(DVL1, NFAT5, WNT11 and WNT7B) co-expressed with lnc-SCD-1:13, 

lnc-LRR1-1:2 and lnc-S100P-3:1were enriched in Wnt signaling pathway. 

The DEGs (BMP4, FZD7, WNT11 and WNT7B) co-expressed with 

lnc-SCD-1:13, lnc-LRR1-1:2, lnc-PTMS-1:3, lnc-S100P-3:1 and 

lnc-AP000974.1-1:1 were enriched in Hedgehog signaling pathway. 

8. Effect of celecoxib on the mRNA levels of lnc-SCD-1:13 and

lnc-PTMS-1:3 as well as ITGA3 and DVL1 in NCI-N87 cells 

RT-PCR analysis demonstrated increased mRNA levels of these 
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lnc-RNAs and genes in celecoxib treated cells compared with untreated 

cells (p < 0.05). 

Conclusion 

1. Low concentration of celecoxib plays a important role of

anti-cancer via regulating the cell cycle and apoptosis for gastric cancer 

by mediating the other mechanisms rather than the dependency 

mechanism of COX-2.  

2. Celecoxib may reduce the cell migration and proliferative activity

to inhibit the development of gastric cancer by downregulation the 

CXCL1 CXCL3 CXCL5 and CXCL8, which are participated in the 

chemokine signaling pathway and cytokine-cytokine receptor interaction.

3. Celecoxib can reduce the expression of WNT7B, and may inhibit

the progression of gastric cancer via suppressing Wnt signaling pathway. 

4. Celecoxib can inhibit the development of gastric cancer by

ATP5G1 ATP5G3 COX8A CYC1 NDUFS3 UQCRC1 UQCRC2

UQCRFS1 which are participated in the oxidative phosphorylation.

5 The DEGs co-expressed with lnc-SCD-1:13, lnc-LRR1-1:2, 

lnc-PTMS-1:3, lnc-S100P-3:1, lnc-AP000974.1-1:1 and lnc-RAB3IL1-

2:1 may play a key role on the development of gastric cancer via 

participating in many pathways.

6. ITGA3 as co-expression gene with Lnc-SCD-1:13 and

lnc-PTMS-1:3 may play a key role on the development of gastric cancer 
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via participating in the integrin-mediated signaling pathway. 
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