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Abstract. To understand the function of the encoded proteins, we need to be 

able to know the subcellular location of a protein. The most common method 

used for determining subcellular location is fluorescence microscopy which al-

lows subcellular localizations to be imaged in high throughput. Image feature 

calculation has proven invaluable in the automated analysis of cellular images. 

This article propose a novel method for feature extraction from given images, 

the nature which is to count the number of above threshold pixels, the threshold 

is given by calculating the average intensity of those pixels with intensity at 

least 30,and calculate the D-value(difference value) of the eight pixels’ grey val-

ues with the central one comparatively. They  are tested on images set (available 

download) which fluorescently tagged proteins are endogenously expressed in 

10 subcellular locations and classification accuracies of 96.7% are obtained on 

the endogenous set. 

1 Introduction 

To understand the functions of tens of thousands of proteins at the cellular level, 

we need to obtain data about the subcellular distributions of proteins and subsequent 

identification of the encoded proteome. High-throughput automated fluorescent mi-

croscope imaging technologies provides a powerful way of acquiring such information. 

As bio image data was increasingly used to understand protein function at the cellular 

level, vast numbers of images including multiple fluorophores for cells under a variety 

of experimental conditions. It is estimated that having a single image for every combi-

nation of cell type, protein, and timescale would require on the order of 1000 billion 

images [1]. Traditionally, the primary means of analyzing and annotating images de-

picting subcellular location in these large-scale studies has been visual examination [2]. 

Over the past decade, however, the traditional approach has begun to be replaced with 

using machine learning methods to automate the determination of subcellular location 

from fluorescence microscope images. To deal with the scale of the data becoming 

available automated annotation, analysis, comparison, classification and storage of 

cellular images is essential. 
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Image feature calculation has proven invaluable in the automated analysis of cellular 

images [3]. Measures of features such as texture and morphology may be used to 

generate a vector of numbers for a given cell image, and in combination with machine 

learning methods such as neural network and support vector machines they have 

proved highly successful at classifying subcellular images of the major organelles of a 

cell and have exceeded human classification accuracy. 

While image feature calculation has performed well in subcellular localization classifi-

cation, a difficulty with these approaches is that organelle structure can vary widely 

between each cell type, hence they needed high computational cost. Another difficul-

ty is that what features should be extracted and how to extract features form large 

number of the subcellular images . In image processing or pattern recognition problem, 

it is important to extract invariant features from given images. If the categorical proper-

ty of an image would not be changed along with some transformation, the feature 

should be invariant to rotation and invariant to translation. In this paper we advanced 

a new method to extract features from the image, and these features are invariant under 

rotation and translation. It is a computationally simple and fast geometrical measure for 

distinguishing subcellular localization. Experiments show that this new method per-

formed excellent in subcellular localization.   

2 Results 

2.1 Image Datasets  

An image set called Endogenous was established for subcellular organelles. The set 

for which an endogenous protein or feature of the specific organelle was detected with 

a fluorescent antibody or other probe (10 organelles).Each image in the set was ac-

companied by an additional image of the cells counterstained with the DNA specific 

dye 4’, 6-diamidino-2-phenylindole (DAPI), which highlights the location of the nuc-

leus of every cell in the image. In addition, the DAPI image was reviewed to exclude 

images that contained one or more cells not in interphase. Each organelle set consists 

of about 50DAPI counterstained images. In total 502 endogenous localization images 

were obtained. All images were of fixed HeLa cells, and taken at 60×magnification 

under oil immersion. They are 8 bit grayscale, 768 by 512 pixels, each containing up to 

13 cells. Sample images of 10 organelles are shown in Figure 1.The complete image set 

is available for download from http://locate.imb.up.edu.au[4, 5]. 
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Figure.1. Sample images of the 10 organelles.(a)Microtubule,(b)Golgi,(c)Plasma mem-

brane,(d)Actincytoskeleton,(e)Nucleus,(f)Endosome,(g)ER,(h)Mitochondria,(i)Peroxisome,(j)L

ysosome.Scale bar 10 um. 

2.2 Features for Classification 

The features which are invariant to rotation and invariant to translation of the pixels 

in the image here were derived from morphological and geometric image analysis [6, 7]. 

8-Neighbor statistics, which were calculated the D-value of the eight grey values with 

the central one comparatively for each pixel in the image, were generated by first ap-

plying a threshold to the image to divide into two components, one is background, 

and another is object. But it is different form binary image. To all pixels in the image, 

the grey value which is greater than the threshold value was remained unchanged; the 

other which is less was assigned to 0. The threshold was chosen as follows. The mean 

value, u, of those pixels with grey value at least 30 is calculated for the image. And 

threshold is determined which is equal to u-30. We can see the grey value of pixels in 

the background component of the image is 0 and in the objective component of th e 

image is from u-30 to 255 (Figure 2a’ and 2b’). The range was selected to maximize the 

visual difference of preprocessed images for which the images had different localiza-

tion but were visually similar (Figure 2). Then thirty-six statistics were obtained from 

the image in total. The thirty-six statistics were designed as follows, for each pixel in 

the image, whose values are non-zero, the difference between its grey values and sur-

rounding eight values was calculated. Then we marked 1 to these su rrounding pixels 

whose value is greater than the middle’s and 0 is to those whose value is less(Figure 3 

(0)-(8)). The number of surrounding pixels marked with 1 is counted for each pixel 

whose value is non-zero. Next, the first statistic is then the number of pixels with no 

neighbor marked with 1; the second is the number with one neighbor marked with 1, 

and so forth up to the maximum of eight, nine statistics are obtained and normalized by 

dividing each by the total number of pixels whose values are non-zero in the threshold 

image. To each pixel in the image, we calculate the D-value of the eight grey values 

with the central one comparatively and sum up the values above 0 and those below 0, 

and the pixels have a same type are classified as a category as shown in Figure 3, so 
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each image has nine statistics of values above 0 and nine statistics of values below 0 

and eighteen statistics were obtained here. Then to these pixels of each category as 

shown in Figure 3, we sum up the eight D-value (absolute value) for every pixel, and 

nine variances are calculated on the nine categories, so nine statistics are generated  

for the image. Finally, thirty-six features are obtained for the image.  

 

Figure.2. Distinguishing cell images by threshold. Images of the endosome (a) and the peroxi-

some (b) are preprocessed by threshold (a` and b`) so that pixels with grey value in the range u-

30 to 255 are shown in white, where u is the mean pixel value of each image. Images (a) and (b) 

are texturally and visually similar, but images (a’) and (b’) are more distinguished. Image (b`) 

contains more solid white regions, while (a`) shows more external speckling and feathering of 

edges. 
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Figure.3. 8-Neighbor statistics for cell images. To these pixels, which values is non-zero, the 

number of the surrounding neighbors which are marked with 1 is counted. Examples of having 

zero to eight neighbors which marked with 1 are given in (0)-(8).The first statistics is then the 

IWBBIO 2013. Proceedings Granada, 18-20 March, 2013 174



number of pixels with zero neighbors marked with 1, the second is the number with one neigh-

bor marked with 1, and so on up to eight. 

2.3 Classification with the Features 

The efficacy of new features in predicting subcellular localization was then tested by 

generating statistics for the endogenous images, and creating a SVM for it. Libsvm 

software was using to create SVMS [8, 9]. The endogenous images set have ten kinds 

of organelles including 503 images. The thirty-six statistics of ten sample images, 

which were belong to one of the ten organelles, were shown in Figure 4. There are 

different from each other we can find from Figure 4. The data set was randomly split 

into two sections, one is for training and the other is for testing. The training set co n-

tained 400 images. And the testing one include of 103 images. A SVM was then trained 

on the training set and by localization class classification accuracies on the testing 

were recorded. Random data splitting training and testing was then repeated 1000 

times. The overall average classification accuracy on the 1000 endogenous test sets 

was then 96.7%. The classification accuracies for each class of localization for the 

endogenous set were all high being in the range 91.1% to 100% (Table 1). The class 

with lower classification accuracy such as Golgi, Mitochondria and Lysosome appear 

to be those that exhibit higher visual similarity to each other than to other classes.  

 

Figure.4. Thirty-six statistics of ten sample images which were belong to one of ten organelles. 

Our method to distinguish and classify the subcellular images was based on the D-value of the 

pixels in the image. And the thirty-six statistics are shown. 

IWBBIO 2013. Proceedings Granada, 18-20 March, 2013 175



Table 1.Average classification accuracies using new method on Endogenous data test sets. The 

numbers in the table are representing the probability of the test data assigned to the correspond-

ing class (repeated 1000 times). 

True

Classification

Endosome

ER

Golgi

Lysosome

Mitochondria

Nucleus

PM

Actin-

Cytoskeleton

Microtubule

Peroxisome

Endosome ER Golgi Lysosome Mitochondria Nucleus PM
Actin-

Cytoskeleton Microtubule Peroxisome

98.6% 0 0.4% 0.8% 0 0 0.2% 0 0 0

0 94.7% 2.7% 0 0 0 2.6% 0 0 0

0 2.9% 91.6% 3.4% 2% 0 0.1% 0 0 0

0 0 0.9% 91.1% 5.9% 2.1% 0 0 00

0 0 0 5.2% 94.8% 0 0 00 0

0 0 0 0 0 99.8% 0 0.2% 0 0

1.6% 1.6% 0 0 0 0 94.8% 1.8% 0 0.2%

0 0 0 0 0 0 0 100% 0 0

0 0 0 0 0 0 0 0 100% 0

0 0 0 0 0 0 0 0 0 100%

Output of the Classifier

 

3 Conclusions 

The function of the encoded proteins is attracting ones ’ attention increasingly. 

Subcellular localization can provide useful information for improving predictions of 

protein conformation. While image statistics have proved highly successful in distin-

guishing, here we propose a new method for feature extraction which is calculating the 

D-value of the eight pixels’ grey values with the central one comparatively. They re-

move the need for cropping of individual cells from images and with a classification up 

to 97% they offer better accuracy than TAS and Haralick  [4,10], while having a fast 

speed to calculate, both basic requirements for application to large-scale approaches. 
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