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Abstract. In this article, a Binary Particle Swarm Optimization (BPSO)
algorithm is proposed incorporating hamming distance as a distance
measure between particles for feature selection problem from high di-
mensional microarray gene expression data. Hamming distance is used
as an similarity measurement for updating the velocities of each par-
ticles or solutions. It also helps to reduce extra parameter (i.e. Vmin)
as needed in conventional BPSO during velocity updation. An initial
fast pre-processing heuristic method is used for crude domain reduction
from high dimension. Then the fitness function is suitably designed in
multi objective framework for further reduction and soft tuning on the
reduced features using BPSO. The performance of the proposed method
is tested on three benchmark cancerous datasets (i.e., colon, lymphoma
and leukemia cancer). The comparative study is also performed on the
existing literature to show the effectiveness of the proposed method.
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1 Introduction

The microarray experiments produce gene expression patterns that provides dy-
namic information about cell function. In a single experiment, the DNA microar-
ray technologies can simultaneous monitor and analysis of thousands of different
genes in histological or cytological specimens, which is helps to find classifying
diseased genes according in different levels of tissues [1]. Gene expression profiles
usually contains a large number of genes but a few number of samples available .
An important need to analyze and interpret the huge amount of data, involving
the decoding of around 24000−30000 human genes [2]. High dimensional feature
selection (FS) techniques can help us to identify momentous features by applying
certain selection criteria, and an effective feature selection reduces computation
cost and increase the classification accuracy.
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Over past few decades, the evolutionary computational techniques becomes
very popular to solve many optimization problems. Nature inspired metaphors
like Evolutionary algorithms (e.g, Genetic Algorithms (GA) [3], Differential Evo-
lution (DE) [4]), and Swarm Optimization (e.g., Particle Swarm Optimization
(PSO) [5], Ant Colony Optimization (ACO) [6], etc.) are playing important role
in analysing and solving diverse types of problems.

The Hamming distance is the proportion of positions at which two binary
vector sequences differ. Computing the Hamming distance between two vector
requires two steps: (i) compute the XOR and (ii) count the number of 1’s in the
resulting vector. Let S = {0, 1}. The d-dimensional search space Sd consists of bit
strings of length d. Each point x ∈ Sd is a string x = (x0, x1, . . . , xd−1) of zero’s
and one’s. Given two points x, y ∈ Sd, the Hamming distance HD(x, y) between
them is the number of positions at which the corresponding strings differ, i.e.,
HD(x, y) = |{i : xi 6= yi}|. It have been using in many application domains
like DNA analysis [7], alignment,DNA barcode identification and classification
of species [8], where DNA bar-codes provides full length barcode sequences for
bar-code analytic.

The feature selection is a difficult problem in extracting and analyzing in-
formation form large database is associated with high complexity. Recently dif-
ferent approaches in this direction includes based on genetic algorithms (GAs)
[9], genetic programming (GP)[10], and fuzzy based feature selection [11], bi-
nary particle swarm optimization [12], PSO based feature selection using multi
objective functions [13], and PSO based support vector machine(SVM) [14], and
BPSO based catfish effect feature selection [15].

In this article, we propose a swarm intelligent computational technique based
Binary PSO algorithm for feature selection. In comparison with other heuristic
techniques, PSO has less parameters, fast convergence, less computational bur-
den, and high accuracy. We focus on feature selection from microarray gene
expression profiles using BPSO with hamming distance. During velocity updat-
ing process we incorporate the hamming distance, which is used as dissimilarity
measures between two solutions. At the first stage, the microarray data is pre-
processed to remove irrelevant, redundant features removed and discretized to
binary d-Distinction table, reduce the dimensionality of gene samples are de-
crease the computational burden. In the second stage, BPSO-HD is used to
select the significant feature subsets. Experimental validation of selected feature
subsets is done in terms of classification accuracy (%) using with k-NN classifier.

The rest of this paper is organized as follows. Section 2 describes the pre-
liminaries of BPSO. The proposed BPSO-HD algorithm for feature selection
described in Section 3. The experimental results with comparison study are re-
ported in Section 4 followed by conclusion in Section 5.

2 Preliminaries of Binary PSO

This section formally explain the basics of binary particle swarm optimization as
continuation and understanding of the present work. Particle Swarm Optimiza-
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tion (PSO) is a intelligence based multi-agent heuristic optimization technique
[16]. The PSO start with the random initialisation of population(swarm) of in-
dividuals(particles) in the n-dimensional search space. Each particle keeps two
values (personal best and global best) in its memory, its own best experience,
one is best fitness values whose position Pi and it value Pbest, and second one is
best experience of whole swarm which position denotes Pg and its value gbest.
The ith particle denote as Xi = (Xi1, Xi2, Xi3, . . . , Xid, . . . , Xin), also denotes
the velocity Vi = (Vi1, Vi2, . . . , Vid, . . . , Vin) . The position and velocity of each
particles update in each iteration according to the equ.(1) and equ.(2)

Vid(t+ 1) = wVid(t) + c1ρ1(Pid(t)−Xid(t))

+ c2ρ2(Pg(t)−Xid(t))
(1)

Xid(t+ 1) = Xid + Vid(t+ 1) (2)

where d = 1, 2, 3, . . . , n (i.e., dimension of each particle), w is inertia weight,
it provides a balance between global and local exploration, and results in fewer
iterations on average to find a sufficiently optimal solution, c1 and c2 are the
same positive constants called the cognitive and social acceleration coefficient,
represent the weighting of the stochastic acceleration terms that pull each parti-
cle toward pbest and gbest positions. ρ1 and ρ2 are two random numbers in the
range of [0, 1].

PSO has been called as BPSO where each particle contains a combination
of 0’s and 1’s [17]. Here, velocity Vid mapped into interval [0,1] via sigmoid
function as S(Vid) = 1

1+e−Vid
and the velocity updates based on equ.(1), and

position updates based on equ.(3), where ρ is random number in [0,1].

Xid =

{
1, if ρ < S(Vid)

0, otherwise
(3)

The above update process implemented for all dimensions, and for all particles.

3 The Proposed Approach

In this section, we discuss the preprocessing of gene expression data, d-Distinction
table, fitness function, and finally our proposed algorithm.

3.1 Preprocessing of Gene expression data

Gene expression data typically consists of huge number of features, but small
number of samples available. The majority of features were not relevant to the
description of the problem, could potentially degrade the classification perfor-
mance by masking the contribution of the relevant features. Preprocessing directs
to eliminating of ambiguously expressed genes as well as the constantly expressed
genes across the tissue classes. Attribute-wise normalization is done by

a′j(xi) =
aj(xi)−minj
maxj −minj

,∀i (4)
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where maxj and minj correspond to the maximum and minimum gene expres-
sion values for attribute aj over all samples. This constitutes the normalized gene
data set, i.e., (continuous) attribute value table wether the range (0,1). Then we
choose thresholds Thi and Thf , based on the idea of quartiles [9]. Let the N
patterns be sorted in the ascending order of their values along the jth axis. In
order to determine the partitions, we divide the measurements into a number of
small class intervals of equal width δ and count the corresponding class frequen-
cies frc. The position of the kth partition value (k = 1, 2, 3 for four partitions)

is calculated as Thk = lc + Rk−cfrc−1

frc
∗ δ, where lc is the lower limit of the cth

class interval, Rk = N∗k
4 is the rank of the kth partition value, and cfrc−1 is

the cumulative frequency of the immediately preceding class interval, such that
cfrc−1 ≤ Rk ≤ cfrc. Here we use Thi = Th1 and Thf = Th3. As a result,
Th1 is statistically chosen (for four partition i.e., k = 3) such that 1/3 of the
sample values lies below Th1. Similarly, Th3 is statistically chosen in such a way
so that 2/3 of the sample values lies below Th3 under that particular feature.
Remove from the table those attributes for which the number of ‘∗’s are ≥ Tha.
This is the modified (reduced) attribute value table Fr. Features normalization
using equ.(4), convert features values to binary (0 or 1) and if a′ ≤ Thi then
put ’0’, if a′ ≥ Thf then put ’1’ otherwise put ’*’ don’t care. Find the average
of ’*’ occurrences over the feature table. Choose this as threshold Thd, Remove
from the table those attributes for which the number of ‘∗’s are ≥ Thd. Prepare
d-Distinction table based on equ.(5)

d-Distinction Table: The distinction table is a binary matrix where rows
are labeled as the objects pairs and columns are features in F . An entry b((k, j), i)
of the matrix corresponds to the attribute ai and pair of objects (xk, xj).

b((k, j), i) =

{
1, if ai(xk) 6= ai(xj).

0, if ai(xk) = ai(xj).
(5)

The presence of a ’1’ signifies the ability of the attribute ai to discern (or dis-
tinguish) between the pair of objects (xk, xj).

For a decision table F with N condition attributes and a single decision
attribute d, the problem of finding a d-reduct is equivalent to finding a minimal
subset of columns R(⊆ {1, 2, · · · , N}) in the distinction table equ.(5), satisfying
∀(k, j)∃i ∈ R : b((k, j), i) = 1,whenever d(xk) 6= d(xj). So, in effect, we may
consider the distinction table to consist of N columns, and rows corresponding
to only those object pairs (xk, xj) such that d(xk) 6= d(xj). Let us call this
shortened distinction table, d-distinction table. Note that, as F is taken to be
consistent, there is no row with all 0 entries in a d-distinction table.

As object pairs corresponding to the same class do not constitute a row of the
d-distinction table, there is a considerable reduction in its size thereby leading to
a decrease in computational cost. Additionally, If either of the objects in a pair,
has ‘∗’ as an entry under an attribute in table Fr. Then in the distinction table,
put ‘0’ at the entry for that attribute and pair. The entries ‘1’ in the matrix
correspond to the attributes of interest for arriving at a classification decision.
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3.2 Fitness function

The feature selection can be done by BPSO-HD Algorithm(1) using the follow-
ing objective function. We proposed a fitness function, which includes two sub
functions (F1, F2). Where F1 finds number of features(i.e number of 1’s), F2 de-
cides the extent to which the feature can recognise among the objects pairs. The
proposed fitness functions is as follow:

Fit = α1F1(v) + α2F2(v) (6)

where the two sub functions F1(v) = N−Ov

N , and F2(v) = Rv

C1∗C2
under the

condition 0 < α1, α2 < 1 such that α1 + α2 = 1. Here, v is the chosen feature
subsets, Ov represents the number of 1’s in v, C1 and C2 are the number of
objects in the two classes, and Rv is the number of object pairs (i.e., rows in
the d-Distinction table) v can discern between. The fitness function F1 gives the
candidate credit for containing less number of features or attributes in v, and F2

determines the extent to which the candidates can discern among objects pairs
in the d-Distinction table.

3.3 BPSO using Hamming Distance(BPSO-HD) Algorithm

The Algorithm (1) is proposed for feature selection, the chromosomes of popula-
tion represents as particles in swarm. BPSO-HD algorithm starts with initialized
random populations. We update the velocity using equ.(7). In each iteration, find
the Pbest and gbest and update. For each dimension of particle, update the po-
sitions based on the its corresponding velocities using equ.(3) and equ.(7) with
respectively.

In the Algorithm (1), we are using equ.(7) to update the velocity of each
particle position. Equation (1) may generate negative values. However, using
equ.(7), it doesn’t generate any negative value, hence no use of Vmin to set ve-
locity boundary. Therefore, half of the comparisons are reduced, hence it leads
to reduce the computational burden. Here, X and P are binary stings, the dif-
ference after the operation between X and P is also binary. Hence the equation
(7) is more logical and justified.

Vid(t+ 1) = wVid(t) + c1ρ1(Pid(t)⊕Xid(t))

+ c2ρ2(Pgd(t)⊕Xid(t))
(7)

4 Results and Comparisons

We have implemented the BPSO-HD Algorithm to find minimal feature subsets
on high dimensional microarray data. We taken three different cancer datasets;
colon1, lymphoma2, and leukemia3. We used c1, c2 = 2 and w = 0.4 − 0.9 as

1 http://microarray.princeton.edu/oncology
2 http://llmpp.nih.gov/lymphoma/data/figure1/figure1.cdt
3 http://www.genome.wi.mit.edu/MPR
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Algorithm 1 : The BPSO-HD Algorithm for Feature Selection

Input: c1, c2, w, Vmax, d-Distinction table
Output: Feature subsets

Step: 1 Initialize population randomly . population of particles with binary random
positions and velocities

Step: 2 Run maximum iterations
Step: 3 Evaluate fitness value of particle using equ.(6) for each Particle in swarm

(a) if (the fitness value of Xi > Pi) then Pi = Xi

(b) if (the fitness value of Xi > Pg) then Pg = Xi

Step: 4 for each dimension of particle
(a) update each dimension velocity using equ.(7)
(b) update velocity: if (Vid(t + 1) > Vmax) then Vid(t + 1) = Vmax

(c) update position: if (S(Vid(t + 1)) > rand(0, 1) ) then Xid(t + 1) = 1
(d) else Xid(t + 1) = 0

Step: 5 Stop if maximum no.of iterations reached, else goto Step:2

Table 1. Details of the two-class microarray data

Datasets Total Reduced Classes Samples

Features Features# Total Train Test

Colon 2000 1102 Colon cancer 40 20 20
Normal 22 11 11

Lymphoma 4026 1867 Other type 54 27 27
B-cell 42 21 21

Leukemia 7129 3783 ALL 47 27 20
AML 25 11 14

# After Preprocessing

parameter values based on literature [18]. We are interested on two-class problem
(i.e normal and diseased samples), as summarized in Table 1.

The Table 2 represents k − NN classification results with single objective
function of GA. Here, it is giving 100% correct classification score for all three
data sets when k = 1. For colon data 93.55% score when k = 3, 90.33% for
k = 5 and for k = 7 it is 83.88%, on 10 feature subset. For lymphoma data, it is
93.75%, 93.75% and 89.59% where k = 3, k = 5 and k = 7 respectively. Similarly,
for leukemia data, where k =3,5 and 7 the correct classification is 94.74%.

The Table 3 depicts comparative performance between proposed algorithm,
GA with single objective function, and multi objective genetic algorithm (NSGA-
II) [9] using with k-NN classifier. For colon and leukemia datasets, our proposed
algorithm giving better results at all k values. For lymphoma dataset, it is 100%
correct classification score where k = 1, remaining k values results all are also
near to NSGA-II results.
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Table 2. Comparative Performance on three datasets using k-NN Classifier

Popu- Selected k-nearest neighbors classification (%) on test set
Dataset lation feature k = 1 k = 3 k = 5 k = 7

size subset Cr ICr Cr ICr Cr ICr Cr ICr

10 10 100 0 93.55 6.45 90.33 9.67 83.88 16.12
Colon 20 8 100 0 93.55 6.45 77.42 22.58 74.20 25.80

30 7 100 0 83.88 16.12 74.20 25.80 67.75 32.25
50 6 100 0 80.65 19.35 80.65 19.35 74.20 25.80

10 15 100 0 93.75 6.25 89.59 10.41 89.59 10.41
Lymphoma 20 17 100 0 93.75 6.25 91.67 8.33 87.50 12.50

30 14 100 0 93.75 6.25 89.59 10.41 87.50 12.50
50 14 100 0 93.75 6.25 93.75 6.25 87.50 12.5

10 13 100 0 89.48 10.52 89.48 10.52 89.48 10.52
Leukemia 20 10 100 0 94.74 5.26 94.74 5.26 94.74 5.26

30 11 100 0 92.11 7.89 84.22 15.78 81.58 18.52
50 11 100 0 92.11 7.89 86.85 13.15 81.58 18.42

Cr and ICr Average Correct and Incorrect classification score of two classes

Table 3. Comparative Performance Between BPSO-HD, NSGA-II and GA on three
datasets using k-NN Classifier

feature Used k-nearest neighbors classification (%) on test set
Dataset subset Method k = 1 k = 3 k = 5 k = 7

size Cr ICr Cr ICr Cr ICr Cr ICr

≤ 10 Proposed 100 0 93.55 6.45 90.33 9.67 83.88 16.12
Colon ≤ 10 NSGA-II [9] 90.3 9.07 90.3 9.07 87.1 12.9 80.6 19.4

≤ 15 GA [9] 71.0 29.00 58.10 41.90 48.40 51.60 61.30 38.70

≤ 20 Proposed 100 0 93.75 6.25 93.75 6.25 87.50 12.5
Lymphoma ≤ 2 NSGA-II 93.8 16.2 95.8 4.2 95.8 4.2 95.8 4.2

≤ 18 GA 89.59 10.41 89.59 10.41 93.76 6.24 93.76 6.24

≤ 10 Proposed 100 0 94.74 5.26 94.74 5.26 94.74 5.26
Leukemia ≤ 5 NSGA-II 94.1 5.9 91.2 8.8 91.2 8.8 88.2 11.8

≤ 19 GA 73.50 26.50 73.53 26.47 60.77 38.23 67.65 32.35

5 Conclusion

In this article, we proposed BPSO with hamming distance to find future selec-
tion in gene expression microarray data. Hamming distance plays an important
role in velocity updating of solutions. Our preprocessing aids faster convergence
along the search space and successfully employed to eliminate redundant, and
irrelevant features. We investigate the effectiveness of hamming distance with
BPSO with combination of different parameters and population sizes.

The main goal of the feature selection is selecting minimal number of features
and get higher classification accuracy. Here we have achieved the goal through the
implementation of two sub fitness functions. The performance of the proposed
method and existed methods are compared using k-NN classifier and reported
better classification accuracy. For three cancer data sets results reported in this
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paper demonstrating the feasibility and effectiveness of the proposed feature
selection method.
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