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Abstract. The output of some modern genome sequencing techniques consists 
of short length DNA fragments known as reads. A disadvantage of short length 
reads is that they may appear at different positions of the original genome se-
quence. Not recognizing the position of repetitive fragments may generate gaps 
in the final assembled sequence. This happens because repeated fragments would 
not be considered as candidates to appear at different positions of the assembly. 
Generating longer length reads could reduce the number of possible repeats in 
the genome, but this option is not always feasible due to technical restrictions. In 
this paper we propose a preprocessing method, called LPS, that takes short reads 
as input to construct longer DNA fragments. LPS uses a clustering strategy based 
in the overlaps between sequences to reduce the number of fragments to be fed 
to the assembly tool and to obtain enhanced quality assemblies. 
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1 Introduction 

Assembly of a genome sequence consists of making a digital copy of the DNA of an 
organism into a string composed of characters representing nucleotide residues. In this 
process, the DNA of the organism is isolated, read by a sequencer, and converted into 
digital information that can be processed by a computer. Because sequencing technol-
ogy can only read a few base pairs of DNA (in the range of hundreds of base pairs) [1], 
the genome sequences obtained are small, independent fragments called reads. These 
fragments are then used to reconstruct the genome sequence within a process called 
assembly. 

Sequences assembly is the process of merging fragments of DNA (subsequences or 
substrings) to reconstruct the original DNA sequence or genome string. In the process 
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of obtaining the DNA sequence, the DNA molecule is randomly cut in different posi-
tions to get a set of fragments that can be sequenced. The overlaps between fragments 
are then used to construct the best string representing the DNA original molecule. This 
strategy is known as the shotgun sequencing. 

Currently, shotgun sequencing is used in a new generation of methods called 'next-
generation sequencing'. Although these technologies produce short sequences (between 
25 and 500 base pairs), it is possible to obtain a large amount of reads in a short time, 
covering several times the whole sequence of the genome [2]. Due to the high speed 
and low cost of the process, it can be repeated several times over the same sequence, 
which increases the accuracy of the assembly by obtaining overlapped data reads. 

Notwithstanding the high computational complexity of the assembly process, re-
peated elements, either from tracks of low complexity repeats or selfish elements can 
be found and they may appear at different positions of the genome. If these repeats are 
not identified, gaps might be introduced in the reconstructed genome sequence. With 
the aim of identifying repeated fragments it is possible to follow any of two strategies: 

 Obtain longer length reads. 
 Obtain reads with context information. 

The first option consists on generating longer length reads in order to span in a read 
most of the possible information of the segment harboring the repetitive element that 
does appear at different locations of the genome. Obtaining longer length sequences 
decreases the probability of ambiguities derived from the virtual overlapping process 
of the reads, and from sequence orientation of the repeated element found a different 
positions in the genome. As mentioned above, methods called 'next-generation se-
quencing' produce shorter length sequences [2], making this strategy unviable. 

In the second option we obtain reads together with context information, instead of 
getting each read independently of the others. The fragments obtained with this tech-
nique consist of pairs of reads separated by a distance of approximately 𝑑 characters 
[3-5]. Obtaining pairs of sequences reduces the probability that these pairs belong to a 
repeat as the distance between them is larger. These methods require a heuristic to re-
construct a path between a pair of sequences. This path may contain errors that grow as 
the distance between the reads increases. Additionally, it is not always possible to ob-
tain the pairwise sequencing information or this information is subjective. 

This paper proposes a method that uses short length reads to generate larger se-
quences using the information provided by overlapped fragments in order to generate 
longer fragments. The method, called LPS (Leader – Prefix – Suffix), is able to detect 
repeats using clustering techniques. Thus, this proposal would be equivalent to obtain 
longer length reads. 
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2 Related work 

The idea of using the overlaps between prefixes and suffixes of strings has already been 
used by some assemblers such as SSAKE [6]. This approach uses the overlapping in-
formation between suffixes and prefixes of reads (considering a determined length and 
threshold value) in order to match pairs of fragments. 

Prefixes and suffixes have also been used together with suffix trees to compute the 
similarity between pairs of DNA fragments. An example of such a tool is MUMer [7], 
which is used to compare pairs of sequences. Despite of not being a DNA fragment 
assembling algorithm, it gives us the idea of using the prefix and suffix as a comparison 
criterion in a clustering algorithm. This idea will be used in LPS. 

The Celera Assembler [8] introduces the concept of unique overlapping, known as 
‘unitigs’. Unitigs are subsequences obtained by merging smaller sequences, with the 
property of having high level of reliability of belonging to the original sequence. Then, 
unitigs are used to construct longer sequences. 

MaSuRCA [9] reduces the set of short length reads by creating a new set of longer 
length reads. This new set of longer length reads is known as super-reads. In this way, 
we have fewer reads to be assembled and the assembly process is less expensive. 

The purpose of this paper is to provide a clustering based method that uses the in-
formation provided by overlaps between suffixes and prefixes of the sequences in order 
to generate longer sequences with a reliability level similar to unitigs. 

3 The LPS Algorithm 

In this research we propose the LPS method, which merges short length reads (25 to 
500 base pairs) with a prefix or suffix overlap to create longer sequences. In order to 
merge the sequences, we perform a two-step clustering process. In the first step we use 
a macro clustering criterion in which sequences with overlapped prefix – suffix are 
grouped in the same cluster. In the second step we apply a micro clustering criterion to 
the sequences in a cluster. In this step, sequences sharing the same suffix or prefix are 
assigned to the same cluster, while sequences that do not adjust to this criterion are 
assigned to different clusters. Finally, sequences in the same cluster are merged to cre-
ate longer sequences. Since all prefixes and suffixes are considered, when a longer se-
quence is created, it is possible to recognize repeated sequences. This allows disambig-
uating the position in the genome in which they may appear by using the prefix/suffix 
information in the longer sequence. 

3.1 Clustering using the macro criterion 

In the macro criterion clustering step we use the Leader cluster algorithm [10]. In the 
first step of this algorithm we select a sequence fragment as the leader of the cluster. 
For the rest of the fragments, we count the number of characters of the Leader prefix 
that overlap with the suffix of the fragment currently being analyzed. Similarly, we 
count the number of characters of the Leader suffix that overlap with the prefix of the 
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sequence. If any of these overlaps exceeds a threshold value, then the sequence is as-
signed to the cluster represented by the leader. In other case, a new cluster will be cre-
ated with that sequence as its leader. Fig. 1 shows (in gray color) the characters of the 
leader suffix that overlap with the sequence prefix being analyzed. 

 
Fig. 1. Overlapping characters between the cluster leader suffix and a sequence fragment prefix 

Let 𝐹 denote the set of sequences fragments 𝑓 obtained from a sequencer, 𝐶 the set 
of clusters fragments, 𝑢 a threshold value and |𝑠′| the cardinality of a sequence 𝑠′. The 
macro criterion clustering algorithm can be seen in Fig. 2: 

 
Fig. 2. Macro criterion clustering algorithm 

Table 1 shows the clusters obtained with the macro criterion algorithm. The first 
row shows the sequence AAAA, which is the leader of the cluster. The sequences 
AAAG, AAGG, AATG, and CAAA are fragments that belong to the cluster. The prefix 
of the fragments in rows 2, 3, and 4 has an overlap with the suffix of the leader of at 
least two characters. The substrings of these fragments that do not overlap are G, GG, 
and TG respectively and are shown in gray color. The last row shows a fragment for 
which its suffix overlaps with the prefix of the leader by 3 characters. Substring C does 
not overlap with any other subsequence and is shown in gray. 

 

Leader 

macro_criterion_cluster(𝐹, 𝑢) 

input: 𝐹 -> set of sequences fragments, 𝑢 -> threshold value 

output: 𝐶 -> set of clusters fragments 

for each fragment 𝑓 ∈ 𝐹 

 if 𝐶 =  ∅ then  

  create a new cluster 𝑐  

  add 𝑓 to 𝑐 and select 𝑓 as leader 

  add 𝑐 to 𝐶 
 else 

  for each cluster 𝑐 ∈ 𝐶 
  𝑙 ← 𝑐. 𝑙𝑒𝑎𝑑𝑒𝑟 
  𝑠′ ← longest prefix of 𝑓 that is suffix of 𝑙 

  𝑠′′ ← longest suffix of 𝑓 that is prefix of 𝑙 
  𝑘 ← max |𝑠′ |, |𝑠′′ |  
  if 𝑘 > 𝑢 then 

   add 𝑓 to 𝑐 
  else 

   create a new cluster 𝑐′  

   add 𝑓 to 𝑐′ and select 𝑓 as leader 

   add 𝑐′ to 𝐶 
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Table 1. Sequences cluster created with the macro criterion and a threshold of 2 characters 
- A A A A - - 
- - A A A G - 
- - - A A G G 
- - - A A T G 
C A A A - - - 

3.2 Clustering using the micro criterion 

As can be noticed from Table 1, the sequences of the cluster can be merged with the 
leader, creating the new sequences: AAAAG, AAAAGG, AAAATG, and CAAAA. 
We can also note that fragment AAAAG is a substring of sequence AAAAGG. So, 
instead of generating a new sequence from merging the leader with another sequence 
of the cluster, it is possible to reduce the number of generated sequences by analyzing 
if one of them is substring of another one and keeping the longest one. Moreover, we 
only need to verify those substrings that are part of the fragments that do not overlap 
with the leader. Table 1 shows these fragments in gray color. Some of these substrings 
are GG and TG. These ideas will be used to create a micro criterion clustering step. 

In this clustering step, sequences belonging to a cluster can be divided in three sets: 
set 𝐿 only containing the leader sequence, set 𝑃 that contains the suffix of those se-
quences that overlap with the prefix of the leader, and set 𝑆 that contains the prefix of 
the sequences that overlap with a suffix of the leader. As an example, in Table 1 𝐿 =
{𝐴𝐴𝐴𝐴} , 𝑃 = {𝐶𝐴𝐴𝐴𝐴},  and 𝑆 = {𝐴𝐴𝐴𝐴𝐺, 𝐴𝐴𝐴𝐴𝐺𝐺, 𝐴𝐴𝐴𝐴𝑇𝐺} . Other interesting 
sets are: �̅� which is the set of prefix fragments of 𝑃 that do not overlap with 𝐿, i.e. �̅� =
{𝑝 ∈ 𝑃 − 𝐿}, and set 𝑆̅ of suffix fragments of 𝑆 that do not overlap with 𝐿, i.e. 𝑆̅ = {𝑠 ∈
𝑆 − 𝐿}. For the cluster shown in Table 1, �̅� = {𝐶} and 𝑆̅ = {𝐺, 𝐺𝐺, 𝑇𝐺}. 

The micro clustering process focuses on the strings of sets �̅� and 𝑆̅. For each of these 
sets, we identify which of the strings is a substring of another string in the same set. 
The strings that meet this condition can be merged as the longest length string contain-
ing those substrings. The string sets created using this criterion will be denoted as �̅�′ 
and 𝑆̅′ and are named as reduced prefix and suffix sets, respectively. 

For the strings in set 𝑆̅ = {𝐺, 𝐺𝐺, 𝑇𝐺}, obtained from the fragments shown in Table 

1, it is possible to join string 𝐺 with string 𝐺𝐺, so the new reduced suffix set will be 
𝑆̅′ = {𝐺𝐺, 𝑇𝐺}. In the case of set 𝑃,̅ which only contains one element, cannot be re-
duced, so �̅�′ = �̅� = {𝐶}. 

Once we obtained the reduced prefix and suffix sets, it is possible to merge the frag-
ments of the cluster in order to build new longer length fragments. The new fragments 
will belong to set �̅�′ × 𝐿 = {𝑝𝑙|𝑝 ∈ �̅�′ ⋀ 𝑙 ∈ 𝐿}  and 𝐿 × 𝑆̅′ = {𝑙𝑠|𝑙 ∈ 𝐿 ⋀ 𝑠 ∈ 𝑆̅′} , 
where the × operator is the Cartesian product of two sets. As the sequences belonging 
to �̅�′ × 𝐿 have 𝐿 as suffix (which is the prefix of the sequences in the set 𝐿 × 𝑆̅′) then, 
the fragment resulting from applying the micro criterion clustering process will yield 
to set �̅�′ × 𝐿 × 𝑆̅′ = {𝑝𝑙𝑠|𝑝 ∈ �̅�′ ⋀ 𝑙 ∈ 𝐿 ⋀ 𝑠 ∈ 𝑆̅′}. 

For the cluster shown in Table 1, the result of applying the micro criterion clustering 
process yields the sequences contained in �̅�′ × 𝐿 × 𝑆̅′ = {𝐶𝐴𝐴𝐴𝐴𝐺𝐺, 𝐶𝐴𝐴𝐴𝐴𝑇𝐺}. 

Fig. 3 shows the micro criterion algorithm where 𝐶 is the set clusters obtained using 
the macro criterion and 𝐶′ the set created with the micro criterion algorithm: 
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Fig. 3. Micro criterion clustering algorithm 

In this phase, we use the information obtained from the sequences prefixes and suf-
fixes to merge them and create longer sequences and avoiding the repeats. For example, 
given the fragments taken from the sequence 𝐶𝐴𝐴𝐴𝐴𝐺𝐺𝑇𝑇𝑇𝐶𝐴𝐴𝐴𝐴𝑇𝐺, the sequence 
fragment 𝐴𝐴𝐴𝐴 appears in two different positions (it is a repeat). For the sequences 
fragments shown in Table 1, using the macro and micro criterion clustering algorithm, 
the repeated versions of 𝐴𝐴𝐴𝐴 are recognized as different ones because we generate 
fragments 𝐶𝐴𝐴𝐴𝐴𝐺𝐺 and 𝐶𝐴𝐴𝐴𝐴𝑇𝐺 as we previously showed in the example. We can 
notice that these fragments are not repeats anymore. 

4 Experiments and results 

In our experiments we tested LPS as a preprocessing step to create larger sequences 
that fed an assembler system. In order to measure LPS’s performance we compared the 
result obtained by the assembler when using it, with that obtained without using it. We 
used LPS with a plasmid sequence known as Bacillus cereus “ATCC 14579” (available 
at (Accesion NC_004721.2), which was synthetically sequenced. The experiments sim-
ulate ten independent in silico sequencing processes with coverage of 10 times the en-
tire molecule. For each of these experiments, we performed the assembly process and 
reported results in different quality measures (the result of a quality measure is reported 
as the mean of the ten results obtained for that measure). 

Our simulation of the sequencing process creates fragments with a uniform length 
of 50 characters, considering only one direction (5’ to 3’), error free, and all characters 
from the sequences of the plasmid are contained at least in one fragment. The number 
of fragments obtained in each sequencing process oscillates from 6000 to 6500. 

micro_criterion_cluster(𝐶) 

input: 𝐶 -> set of clusters fragments 
output: 𝐶 ′ -> set of sequences fragments 
𝐶 ′ =  ∅ 
for each cluster 𝑐 ∈ 𝐶: 
 𝐿 ← 𝑐. 𝑙𝑒𝑎𝑑𝑒𝑟 
 Compute �̅� 
 Compute 𝑆̅ 
 �̅�′ ← �̅� 
 𝑆̅′ ←  𝑆̅ 
 for each 𝑝 ∈ �̅�: 
  if 𝑝 is substring of 𝑡 such us 𝑡 ∈ �̅� − {𝑝} then: 
   �̅�′ ← �̅�′ − {𝑝} 
 for each 𝑠 ∈ 𝑆̅: 
  if 𝑠 is substring of 𝑡 such us 𝑡 ∈ 𝑆̅ − {𝑠} then: 
   𝑆̅′ ← 𝑆̅′ − {𝑠} 
 𝑐′ ←  �̅�′ × 𝐿 × 𝑆̅′ = {𝑝𝑙𝑠|𝑝 ∈ �̅�′ ⋀ 𝑙 ∈ 𝐿 ⋀ 𝑠 ∈ 𝑆̅′} 
 𝐶 ′ ←  𝑐′ ∪ 𝐶 ′ 
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Common or standardized quality measures to evaluate the performance of an assem-
bler do not exist [11], but we use the following quality metrics: 

 Contigs count: An assembler should minimize the amount of fragments resulting 
from the assembling process. The best case would be that in which only one fragment 
is obtained, and this fragment corresponds to the original sequence before it was 
fragmented. 

 Sum of contigs length: The sum of the fragments constructed by an assembler should 
approximate the sum of the contigs length of the original sequence. The closest the 
sum of the length of the constructed fragment to the size of the original sequence, 
the better the assembler. 

 Error percentage: Because the initial fragments are error free, a contig is considered 
to be correct if it is a substring of the original sequence. In any other case, it will be 
considered as an erroneous contig. For this, the quality measure used is the contig 
error percentage from the total assembled contigs. The lower the error percentage, 
the better is the assembler. An assembly will be accepted as valid if its error percent-
age is lower than 1%. 

LPS is considered a sequence fragment preprocessing algorithm because it only takes 
into account the fragments prefix and suffix information. When larger sequences are 
created, we could find sequences that are contained in the middle of another fragment, 
and LPS would not be able to merge such sequences. That is why we need to call a 
DNA sequence assemble algorithm after preprocessing the fragments with LPS. In our 
experiments we use a sequence assembly tool known as PadeNA [12]. PadeNA is an 
open source bioinformatics framework for.NET. LPS was implemented in the C# pro-
gramming language, just as PadeNA. The PadeNA assembly algorithm relies in the use 
of de Bruijn graphs [13]. These graphs represent DNA sequences in their edges. Then, 
the sequence assembling problem could be translated into the problem of finding a path 
that passes through all the graph edges. This problem is knows as finding an Eulerian 
path in the graph [14]. Representing whole fragments in the graph edges yields a very 
complex graph. In order to optimize the graph size, our fragments are split into sub-
strings of length 𝑘, known as 𝑘-mers. In our experiments, we look for a value of 𝑘 that 
yields suitable quality values (described above) for the assembly generated by PadeNA. 

4.1 Finding the size of the k-mers for PadeNA 

In this section, we look for the value of 𝑘 for the length of 𝑘-mers that yields a good 
assemble using PadeNA (without preprocessing the fragments with LPS). The quality 
values obtained from this assembly will be used as our baseline to compare the perfor-
mance of PadeNA when working with and without LPS. We tested the values of 𝑘 from 
2 to 31 which are the admitted values for PadeNA.  

Fig. 4 shows the mean of the sum of the contigs length for the fragments of the ten 
sequencing experiments. The horizontal line with value 15,274 shows the length of the 
original sequence. A value of 𝑘, producing a sum of contigs closer to 15,274, generates 
a better assemble. The range of values for 𝑘 that better approximates the horizontal line 
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ranges from 13 to 24. In order to reduce this interval to obtain some candidate values 
of 𝑘, we analyze the contigs count and the error percentage. 

Fig. 5 shows the mean of the number of contigs created for the fragments of the ten 
sequencing processes. The lower this value, the better the assembly. Looking at values 
of 𝑘 from 13 to 24, the number of contigs increases from 180 to 250. The preferred 
value of 𝑘 to select would be the smallest one with lowest error in this range. 

Fig. 6 shows the error percentage. Since for all values of 𝑘 the error percentage is 
less than 1, the assemblies obtained for the different values of 𝑘 in the interval from 13 
to 24 are accepted. The lowest value of 𝑘 with 0% of error is 𝑘 = 17.   

 
Fig. 4. Sum of the contigs length 

 
Fig. 5. Contigs count 

 
Fig. 6. Contigs error percentage 

For our 17-mers, the quality values obtained are: 17,199 for the sum of the contigs 
length, 176 contigs, and 0% error. These values will be used as baseline to compare the 
performance of LPS + PadeNA. 

4.2 Result obtained with LPS + PadeNA 

The LPS preprocessing algorithm has a parameter "𝑛" to control the number of charac-
ters required to overlap a prefix with a suffix.  LPS is applied two times with different 
values of 𝑛. The first run is applied to the fragments obtained from the sequencing pro-
cess and the second is applied to the fragments obtained from the first run. A third run 
was tested, but there were not changes in the fragments set so it was not considered in 
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our results. We refer to the first and second run of LPS as LPS-1 and LPS-2 respec-
tively. The scheme of values of 𝑛 used were: 

1. 𝑛 characters for LPS-1 - 𝑛 for LPS-2: For this experiment we set 𝑛 to a fix number 
of characters for the first and second run of LPS. We tested values of 𝑛 ∈
{5, 10, 15, 20, 25, 30, 35, 40, 45}. These values are shown as a dotted line in Fig. 7 
and Fig. 8. In Fig. 9, this experiment is shown in the first column for each value of 
𝑛. 

2. 𝑛% for LPS-1 - 𝑛% for LPS-2: In this case we set 𝑛 to a fix percentage of the length 
of the characters of the sequence in the first and second run of LPS. The values of 𝑛 
tested were 𝑛 ∈ {10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%}. The result 
of this experiment is shown as a discontinuous line in Fig. 7 and Fig. 8, and in Fig. 

9 it corresponds to the middle column for each value of 𝑛. 
3. 𝑛 characters for LPS-1 - 20% for LPS-2: In this experiment we set 𝑛 to a fix number 

of characters in the first run of LPS and 20% of the length of the characters of the 
sequence in the second one. The values of 𝑛  tested for the first run were 𝑛 ∈
{5, 10, 15, 20, 25, 30, 35, 40, 45}. These results are shown as dots in Fig. 7 and Fig. 

8, and in Fig. 9 they correspond to the third column for each value of 𝑛. The election 
of 20% for the second run will be explained below. 

Fig. 7 to Fig. 9 show the evaluation of the three LPS schemes through the described 
quality measures. The measured values were obtained as the mean of the quality meas-
ure computed from the ten sequencing processes performed. Fig. 7 shows the number 
of contigs mean from the fragments of the ten sequencing processes. The horizontal 
continuous line with a value of 176 corresponds to the contigs obtained with PadeNA 
(without LPS). It is expected that LPS-PadeNA improves PadeNA’s performance when 
results appear below this line. Fig. 8 shows the mean of the sum of the contigs length 
for the ten sequencing processes. The horizontal continuous line with a value of 17,199 
corresponds to the sum of the contigs length obtained with PaneNA. The horizontal 
continuous line with a value of 15,274 corresponds to the length of the original se-
quence. We expect that LPS-PadeNA enhances PadeNA’s result when obtaining a 
value lower than 17,199 and better results are found for a value close to 15,274. Fig. 9 
shows the mean of the error percentage for the ten sequencing processes. If this value 
is higher than 1%, the assembly is rejected, otherwise it is accepted. 

 
Fig. 7. Contigs generated 

 
Fig. 8. Sum of contigs length 
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Fig. 9. Contigs error percentage 

 
As shown in Fig. 7, Fig. 8, and Fig. 9, if we use a low value for n, such as 5 characters 

or 10 percent of the length of the sequences, the assembled fragments have an error 
above 1%, so these are rejected. As we reduce the number of characters to consider an 
overlap between two sequences, it is more common to create new sequences that do not 
match with a substring of the original sequence. We obtain the best results when we 
require n = 10 or 20% of the fragment’s characters overlap in order to consider a match. 
In this case, we obtain the lowest contigs count and even less contigs than those ob-
tained using PadeNA. The sum of the contigs length is lower than that obtained with 
PadeNA and these values are closer to the length of the original sequence. This result 
was obtained because the number of required overlapping characters is enough to create 
new sequences with a low rate of errors and the length of the new sequence is larger 
enough to be a non-repeat sequence. The percentage error for these sequences is less 
than 1%, so the assembly is considered as valid. For this reason, we chose a value of 
20% of the sequence length for a second run of LPS-PadeNA in the third experimental 
scheme proposed above.  

When we run LPS-PadeNA with a value of n = 15 characters or 30% of the charac-
ters of the fragments length required to overlap, the quality of the assembly is very 
similar to that obtained by PadeNA with a small improvement in quality. This occurs 
because in this case we require more overlapping characters in order to generate new 
fragments. Then, we obtain a smaller amount of shorter length merged sequences and 
consequently, we obtain more sequences with repeats. Because of this, for the first and 
second experiments using values greater than or equal to 20 characters or 30% of the 
fragments length required to overlap, the resulting assemblies are similar to those ob-
tained with PadeNA. This suggests that if LPS-PadeNA is used with a high number of 
characters required to overlap, the resulting assembly will be similar to that of PadeNA. 
Moreover, the number of input fragments is reduced by LPS to be used as input to 
PadeNA (LPS-PadeNA), and the assembly process will be less complex.  

On the other hand, for the experimental scheme of 𝑛 characters for LPS-1 and - 20% 
for LPS-2, the contigs count and the sum of contigs length decreases when using 15 
characters (30%) in the first run and 20% on the second one. The error percentage is 
less than 1%, so these assemblies are accepted. These results could be obtained because 
in the first run of LPS we required a high number of characters to overlap, so the erro-
neous fragments created in the first run of LPS were just a few. In the second run of 
LPS, the amount of characters required to overlap are less than those required in first 
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run, so the fragments created at this phase have longer length and the number of erro-
neous contigs generated is very small. Then, it was possible to avoid repeats in the new 
generated fragments. The best result found with LPS-PadeNA for Bacillus cereus re-
duced the number of contigs in 25%, the sum of contigs length in 9% with an error of 
0.42% compared to the result obtained with PadeNA. 

5 Conclusions 

LPS is a preprocessing strategy for short length DNA fragments which allows creating 
longer length fragments using clustering techniques. This technique allows reducing 
repeats and gaps in contigs in the assembling process. It is also able to reduce the num-
ber of contigs and sum of contigs length of the resulting assembly. 

In the experiments we showed that with two runs of LPS and the use of an assem-
bling algorithm such as PadeNA, we improve the resulting assembly compared to the 
one obtained when using the assembling algorithm by itself (without LPS). 

A good configuration of threshold values for LPS can be achieved by using a small 
number of required characters to overlap, i.e. 20% of the fragment length for the two 
runs of LPS, in order to obtain a small number of contigs and sum of the length of these 
contigs close to that of the length of the original sequence. 

When we require a high number of characters to overlap in LPS, the assembly ob-
tained is similar to the result obtained when applying an assembly algorithm by itself 
(i.e. PadeNA). LPS in this case is useful for reducing the number of fragments to be 
passed to the assembler. It is also possible to obtain a good assembly with a small num-
ber of contigs count when a high number of characters is required to overlap in a first 
run of LPS and then decrease this number for the second run of LPS. 

LPS is not an assembly algorithm because it only merges sequence fragments using 
a prefix and suffix criterion, but it does not consider the fragments that are completely 
contained within a larger fragment. Then, it is necessary to apply an assembly algorithm 
after LPS is executed. 

6 Future work 

Experiments were made on error-free sequences. In the next extension for LPS we will 
use an error correction strategy to then apply LPS and measure the quality of the as-
sembly. We will also implement a strategy that allows the processing of complement 
sequences. Besides, on the second micro grouping phase of LPS (when merging frag-
ments), we could generate sequences that are not substring of the original sequence, 
requiring to add a heuristic to discard these fragments. Finally, in this research we used 
PadeNA as the assembly algorithm to evaluate the performance of our algorithm, we 
will evaluate LPS with other assembling algorithms. 
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