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Abstract. The experimental results showed that the proposed method efficient-
ly classifies heart sounds. Heart sound analysis is a b asic method for heart ex-
amination, w hich m ay s uggest t he pr esence of  a  c ardiac pa thology a nd a lso 
provide diagnostic information. In this study, a novel feature extraction method 
based on Independent Component Analysis is applied to classify nine different 
heart sound categories. The extracted features are subjected to classification by 
Linear Discriminant Analysis (LDA), Support Vector Machine (SVM) using 5 
Cross V alidation and b y Artificial N eural N etwork.  T he experimental r esults 
showed that the proposed method efficiently classifies heart sounds. 
 

Keywords: Heart S ound C lassification, I ndependent C omponent A nalysis,  
Linear D iscrimination A nalysis, S upport Vector M achine, A rtificial N eural 
Network. 

1 Introduction 

Auscultation is a technique in which a stethoscope is used to listen to the sounds of a 
body. T he s tructural defects of the heart are often reflected i n the sounds the heart 
produces. Physicians use the stethoscope as a device to listen to the patient’s heart and 
make a diagnosis acco rdingly. T hey ar e particularly i nterested i n abnormal s ounds, 
which may suggest the presence of  a  cardiac pa thology and a lso provide diagnostic 
information. For in stance, a very i mportant t ype of ab normal sound i s t he murmur, 
which is a sound caused by the turbulent flow of blood in the cardiovascular system. 
The timing and pitch of a murmur are of significant importance in the diagnosis of a 
heart condition, for example, murmurs during diastole are signs of malfunctioning of 
heart va lves b ut murmurs during s ystole may correspond to e ither a  pathological o r 
healthy heart, depending on the acoustic characteristics of the murmurs. 
 
In the li terature, it is  observed that time–frequency/scale methods have been applied 
to ch aracterize h eart s ounds [ 1,2]. I n previous p ublications, t he au thors h ave d is-
cussed the ch aracterization of h eart murmurs using t ime–frequency methods o ver a 
number of cardiac cycles [3,4]. It is observed that wavelet transforms have been fre-
quently u sed t o extract f eatures from heart sounds [5-7]. Recently, there h ave b een 
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studies about determination of HS features using segmentation methods for diagnos-
ing Cardiovascular disease[8-9]. 
In t his study, a  no vel f eature ex traction method b ased o n I ndependent C omponent 
Analysis ( ICA) i s ap plied t o an alyze nine different h eart s ound cat egories. Linear 
Discriminant Analysis (LDA), Support Vector Machine (SVM) and Artificial neural 
networks (ANNs) have been used to classify heart sounds [3,6,10]. The type of ANNs 
used in these papers was called Multi-Layer Perceptrons.  

2 Methods 

2.1 Independent Component Analysis (ICA) 

 
ICA can be used for a f eature extraction method that transform multivariate mixture 
signal into a  s ignal having components that a re mutually independent [11,12]. Inde-
pendent components can be extracted from the mixture signals by using this method . 
Thus, i ndependence de notes the i nformation c arried by  o ne c omponent c annot be  
gathered from the others.  
Mixture signals consist of independent original signals which overlap under different 
conditions. ICA can solve the problem by which observation of  the mixture s ignals 
decomposed independent signals.  
Assume that we observed an M-dimensional observation vector expressed as; 

𝑥(𝑡) = [𝑥1(𝑡), 𝑥2(𝑡), … … , 𝑥𝑀(𝑡)]𝑇(¡ Error!  Marcador no de�inido. ) 

And an N-dimensional original vector s(t) can written as; 

𝑠(𝑡) = [𝑠1(𝑡), 𝑠2(𝑡), … … , 𝑠𝑁(𝑡)]𝑇(¡ Error!  Marcador no de�inido. ) 

Without l oss o f generality, we can  as sume t hat b oth t he mixture variables a nd t he 
independent components have zero mean: If this is not true, then the observable vari-
ables x( t) c an a lways c entered b y s ubtracting t he s ample m ean, which makes t he 
model zero-mean. Using this vector matrix notation, to give the the relation between 
x(t) and s(t) the above mixing model is written as 

𝑥(𝑡) = 𝑎1𝑠1 + 𝑎2𝑠2 +  … … + 𝑎𝑁𝑠𝑁 = 𝐴𝑠(𝑡)(¡ Error!  Marcador no de�inido. ) 

It is implicit that there exists a linear relationship between the signals x and s, so the 
vector A is given as; 

𝐴 = [𝑎1, 𝑎2, 𝑎3, … . 𝑎𝑁](¡ Error!  Marcador no de�inido. ) 

The a im o f t he use o f ICA i s to  f ind the estimation o f t he mixing matrix A, conse-
quently the independent source vectors from the observed mixed vector x. This aim is 
the same to find a separating matrix W that satisfies, 

�̂� = 𝑊𝑥(¡ Error!  Marcador no de�inido. ) 

where �̂� is the estimation of s. 
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There are two quite standard preprocessing steps in ICA.  First, the mean of the data 
is usually subtracted to center the data on the origin. This is to ensure that the compo-
nents have a zer o mean. The second s tep i s to whiten the data. This means that the 
data is transformed so the components are uncorrelated and have unit variance. 
Having preprocessed the data, the goal of ICA is a transform W which minimizes the 
statistical dependencies between the estimated sources. The independence criteria cho-
sen depend on the data to be analyzed. There are several methods which include ICA 
by maximization of nonGaussianity, ICA by Kurtosis Maximization or Minimization, 
Negentropy and the FastICA algorithm. For the ICA in the s tudy, the FastICA so ft-
ware p ackage f or M atlab i s ap plied [13-14]. The output o btained o n a pplying t he 
independence criteria is multiplied with the whitening output. This result is multiplied 
with the transpose of the input data. 
 

2.2 Linear Discriminant Analysis (LDA) 

For a two-class classification problem, LDA tries to find one hyper-plane to separate 
one group from another one. There are various parameters that affect performance of 
LDA i ncluding d istance metric s uch as  E uclidean a nd M ahalanobis d istances [ 15]. 
For the sake of simplicity, the Euclidean distance metric was selected for this study. 
Since the classes are more than two in this study, majority voting is used for decision 
making.  

2.3 Support Vector Machine (SVM) 

SVM based classifier is one of the widely utilized classifiers in the post-genome era 
due to its learning and generalization ability for high-dimensional data sets [16]. It is 
claimed for the SVM classifier that a two-group data set can always be separated by a 
hyper-plane provided that a suitable non-linear mapping to a sufficiently high dimen-
sion is found. In order to achieve it, polynomials, Gaussians or other basic functions 
(now ca lled “kernels”) may b e used. F urthermore, one o f t he main t asks during the 
construction of  S VMs i s t o f ind s eparating hyper-plane(s) with th e la rgest p ossible 
margin. I t s hould b e n oted t hat a S VM c lassifier with the l arger margin generally 
results in a classifier with better generalization ability. 
 
The support vectors derived from the samples during training are the data points that 
highly represent the hyper-planes. These points can then be regarded as the most rep-
resentative data samples that could help construct a r obust c lassifier [15]. SVM can 
classify more than two classes in MATLAB.  
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2.4 Artificial Neural Network (ANN) 

 
The ANN is an important information processing paradigm. The ANN is represented 
by weighted interconnections between processing elements (Figure 1). These synaptic 
weights are the parameters that actually define the non-linear  f unction performed by 
the ANN. The process of determining such parameters is called training or learning, 
relying on the presentation of many training patterns.  
 
The B ack-Propagation (BP) algorithm is  the most w idely u sed training a lgorithm 
because of its relative simplicity and universal approximation capacity. The BP algo-
rithm defines a systematic way to update the synaptic weights of multi-layer percep-
tron (MLP) networks.  The supervised learning is based on the gradient descent meth-
od, minimizing the global error on the output layer.   
 
The definition of the network topology (the number of hidden layers and of neurons 
in each layer) is a compromise between the generalization and convergence. The con-
vergence is the capacity of the network to learn the patterns on the training set, and 
the generalization is the capacity to respond correctly to the new patterns. 
 
 

 
 

Fig. 1.  ANN Structure  
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3 Results 

In t his s tudy, t he f eatures ar e d etermined b y an alyzing n ine d ifferent heart s ounds: 
opening snap (OPS), aortic s tenosis (AST), midsystolic c lick a nd la te systolic Mur-
mur (MCC+LSM) ,  normal FCG (NFC), third heart sound (S3) ,  fourth heart sound 
(S4), ventricular septal defect (VSD),  patent ductus arteriosus (PDA), mitral stenosis 
(MST).  Figure 2 shows the heart sounds examined in the study.   

 
Fig. 2.  One period of nine different HSs. 

 
HS signals are sampled at 7500 frequency and analyzed within windows that contain 
6000 discrete data.  Each heart record contains 17 pe riods of heart sounds which are 
used 15 periods of them for training, and the other 2 periods for testing. The extracted 
features are s ubjected to classification b y LDA and S VM using 5 Cross V alidation 
and ANN.  

 
Feature extraction is one of the most important processing steps in decision making. 
In t his study, a  no vel f eature e xtraction method b ased o n I ndependent C omponent 
Analysis is applied to analyze nine different heart sound categories. For the ICA, the 
FastICA software package for MATLAB is applied to the HS signals and obtained 20 
independent components. The number of components are determined by a 
criteria which the components present the HS signals substantially. 
 
LDA and SVM have 95.5% and 84.4% training performances using 5 Cross Valida-
tion.  On the other hand, the classification results of  both methods are 89% (Table 1). 
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Table 2 and Table 3  shows the classification performances by LDA and SVM respec-
tively. As can be seen, both methods give same results.  
 
The other method,  multi-layer perceptron (MLP),  al so used for classification. MLP 
is trained by the data set including 135  heart sounds periods. Moreover, a t est set is 
formed by 18 heart sounds periods of nine different categories. Optimal MLP topolo-
gies ar e determined after several t rials for each feature e xtraction process. It is ob-
served that 94% performance (the ratio of the true positives to the total vectors in the 
test set) is obtained by using MLP of  20-20-1  topology. Table 4 shows the classifica-
tion performances by MLP for nine different heart sounds.  
 
As i t can be seen from Table 1 , al l results are encouraging for applying ICA to the 
signal to  o btain th e f eatures. Though LDA is  a  s imple method f or c lassification, it 
yields good results.  On the other hand, the training performance of SVM is worse 
than LDA, but it a lso produces good result. ANN gives better results because of  its  
generalization. 
 

Table 1. All results for classification methods 

 LDA 
(%) 

SVM 
(%) 

ANN 
(%) 

Training Performance 95.5 84.4  

Test Performance 89 89 94 

 

Table 2. Classification performances by LDA 

 OPS AST MCC NFC S3 S4 VSD PDA MST 
OPS 2         
AST      2    
MCC   2       
NFC    2      
S3     2     
S4      2    
VSD       2   
PDA        2  
MST         2 

Table 3. Classification performances by SVM 

 OPS AST MCC NFC S3 S4 VSD PDA MST 
OPS 2         
AST      2    
MCC   2       
NFC    2      
S3     2     
S4      2    
VSD       2   
PDA        2  
MST         2 
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Table 4. Classification performances by MLP network 

 OPS AST MCC NFC S3 S4 VSD PDA MST 
OPS 2         
AST 1 1        
MCC   2       
NFC    2      
S3     2     
S4      2    
VSD       2   
PDA        2  
MST         2 
 
 
 
 
 
 

4 Conclusions 

Differentiating f rom the o ther s tudies, this s tudy ha s only used ICA for  t he feature 
extraction o f t he HSs  a nd s ucceeded t he cl assification without utilizing any 
time/frequency extraction methods.  The results of applying the ICA are more encour-
aging, even though simple classification methods like LDA are used. The classifica-
tion result of ANN shows that more complex methods can yield better performance. 
In future works, it may be able to try classification with vectors contained the powers 
of the signal in time and frequency added to ICA coefficients. 
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