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Abstract. The goal of automated symptom management has often been nar-
rowly defined as collection and reporting of data. Yet, an automated system can 
do more.  These s ystems can  mimic h uman reassurance f or patients th at their 
symptoms have been recognized.  Patient engagement has long been recognized 
as central in symptom management. An electronic system was b uilt to co llect 
the Treatment Related Symptom Checklist (TRSC) and to reassure patients. In 
this paper we di scuss the design of  the s ystem and procedures t aken to show 
recognition of pa tients’ s ymptoms. The lit erature o n cl inician-patient in terac-
tions was reviewed selectively. Methods used by clinicians to promote patient 
engagement during medical hi story were identified. Similar methods w ere i n-
corporated into the symptom management s ystem in order to facilitate under-
standing by t he pa tient.  These i ncluded ( a) co nversational data co llection as 
opposed t o s urvey s tyle or  s tandardized questionnaires, ( b) s hort response 
phrases indicating understanding of the reported symptom, (c) use of open end-
ed questions to reduce asking long lists of symptoms, (d) leading questions that 
ask fo r confirmation of expected symptoms, (e) review of symptoms at desig-
nated stages, and (d) alerting patients when computer has informed the clinician 
about patient-reported symptoms. We are in the process of pilot testing the sys-
tem among oncology pa tients in one  hospital.  Examination of  existing infor-
matics knowledge e ases i ntegration o f well es tablished p aper-based tools into 
automated systems. 
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1 Introduction 

Computer monitoring of symptoms is increasingly common.  Despite widespread use, 
few automated data collection systems go beyond data collection and show that they 
have recognized patient reported symptoms.  These narrowly constructed data collec-
tion methods follow the “biomedical interview” type, known to reduce satisfaction of 
both providers and patients [1]. Better health outcomes are achieved when interviews 
(1) allow the patient to  express his o r her needs, (2) the doctor explores symptoms, 
and (3) the patient is informed [2,3

There are f ew scenarios where patients prefer automated data collection s ystems 
over clinicians. For example, studies have established that patients are more comfort-
able when they report t heir symptoms t o computers, e specially i n highly e motional 
settings such as in reporting drug abuse, suicide plans or sexual dysfunctions [

]. In this paper, we discuss how computers can go 
beyond biomedical interviews. 

4,5

Recognizing a nd a cknowledging patients’ symptoms is d ifferent fr om s howing 
sympathy [

]. In 
most situations, the majority of patients prefer contact with other humans.  Machines 
are no substitute for these contacts.  At the same time it may be reasonable to expect 
that if a computer has to collect patient symptoms, then machines that show recogni-
tion and understanding are preferred to machines that do not. 

6

This paper is focused on machines that are programed to exhibit recognition and it 
starts with several hypotheses regarding why machines should show their understand-
ing to patients.  W e then describe implicit and explicit ways in which machines can 
show understanding.  We review the literature on how computers and humans show 
recognition.  T his paper ends with the design of a pilot study for testing the value of 
computers showing recognition  

].  Recognition validates patients’ emotions; sympathy is sharing of feel-
ings.  If a patient reports “I feel awful,” a possible way of recognizing the symptom is 
to explore it further.  T he computer can ask: “Tell me more why you feel awful.” A 
sympathetic response would share the feeling by saying:  “Sorry to hear that.”  T he 
former verifies how and why the patient feels awful while the later shares the feeling. 
A machine that shows sympathy is fundamentally f lawed as patients kno w that ma-
chines d o no t f eel. Machine s ympathy may not s eem credible. On t he o ther ha nd, 
machines that show that they have understood the symptoms expressed by the patient 
fulfill the role that patients expect from these machines, i.e. to explore, record, and 
report what symptoms the patient faces.  

2 Impact of “Caring” Computers 

The h elping r elationship i s a co rnerstone o f good medical car e. When humans 
(friends, significant others and clinicians) care for the patient, there are profound ef-
fects on physiology, cognition and emotional states of the patient.  One hypothesis is 
that computers that mimic helping relationships could have lesser but similar impacts 
on patients. Computers that are perceived as helping may make the patient feel sup-
ported and cared for. While machines do not and cannot replace human contact, they 
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could partially meet the need for support, especially among patients who are other-
wise isolated [7,8,9

The computer i nterview itself has much in common with therapy. It is far more 
than data collection; it i s an opportunity to tell patients that they are important. Their 
symptoms matter in the management of the disease.  Patients’ adherence to treatment 
and cooperation hinges on the sophistication of computer algorithms and their success 
in conveying information accurately. It is not surprising that in recent decades, there 
have b een many at tempts t o create co mputers t hat ca n show feelings or af fect p a-
tients’ feelings [

].  

10]. Studies of computerized therapy demonstrate that patients may 
feel better after interacting with a computer [11

 Machines that s how understanding may improve the accuracy o f patient i nterac-
tions with the computer.  Reporting what has been understood is a form of feedback.  
Increasing levels o f feedback have been known to improve accuracy o f data co llec-
tion. Three levels of awareness are needed.  F irst, patients need to be aware of their 
symptoms. Sometimes patients do not r ecall the symptom or do not have a  word to  
describe the symptom accurately. Some patients describe their symptoms in unusual 
ways. For example, pain may be described with any of the following words:  aching, 
alarming, burning,  cramping, crushing, discomfort, dull, gnawing, heaviness, hurting, 
knife-like, numbness, o uch, piercing, pins a nd needles, pr essure, r adiating, r ipping, 
sharp, shooting, squeezing, stabbing, tearing, tenderness, throbbing, tingling, unbear-
able,  and many more.  Sometimes, social morale makes the patient deny the existence 
of the symptom. Second, the patient needs to be aware that the computer has under-
stood his/her symptoms.  By helping the patient describe and sort out experiences, the 
computer helps in labeling a symptom and in sorting out how symptoms are related to 
each other and affect treatments. Such checks and balances improve the framing of 
symptoms and the frequency with which symptoms are reported.  Research on symp-
tom checklists shows that many symptoms are not reported to clinicians and a check-
list or a computer that does so may affect patient management decisions [

]. These studies confirm that machines 
can be perceived as helping.       

12

Finally machines that show understanding can improve patient self-empowerment 
by increasing frequency, timing, and efficiency of clinical engagement. If patients can 
see that they can direct a machine, they may feel more in control. One may hypothe-
size t hat i n t hese s ituations t he p atient’s feelings o f helplessness an d hopelessness 
may be reduced. 

].  In this 
process, patients may become aware that the computer is helping them articulate the 
symptoms. Finally, the patient needs to be aware that the computer’s information has 
been t ransferred t o cl inicians.  It s eems r easonable t o hypothesize th at as a co nse-
quence of these increasing levels of awareness, the level of error and misunderstand-
ing is reduced.   

3 How to Show Understanding 

When computers interview a patient about their symptoms, the interview provides an 
avenue to establish a helping relationship and show that patient symptoms have been 
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recognized by the computer. This section describes specific interviewing techniques 
the computer can use to show its understanding of patients’ symptoms. 

3.1 Random Change 

Patients will differ on which of the following techniques works best for them and the 
computer must s elect a nd modify i ts ap proach b ased upon pa tient r esponses over 
time. The same patient may differ o ver ti me, p articularly as  t reatment p rogresses.  
The p atient may become angry, a nxious, in  d enial, v ague, tir ed a nd might want to  
embellish. The computer needs to recognize the situation and take corrective action.  
Not surprising, this may make each computer interview unique. The techniques that 
will be described should vary to fit patients’ moods and expectations, a task that is not 
always possible to do.  Sometimes, the techniques used by the computer should be 
changed randomly just to introduce variety, avoid repetition, and prevent a perception 
that the computer is insensitive to the patient’s mood.  Flexibility in how the computer 
asks q uestions s uggests to  t he p atient th at t he i nterview i s ta ilored to  th eir u nique 
needs and reassures patients t hat despite co mputer use they are not being t reated as  
merely an object. 

3.2 Changing Format 

Computers can ask about patient symptoms in different ways.   

1. It can ask an open ended question such as “What are the symptoms you are experi-
encing since our last call?”  Patients’ responses are matched to keywords.   

2. It can ask if the patient has a specific symptom, as in “Do you have fever?”  To do 
so for many symptoms would lead to a long interview. 

3. In or der t o a void m any qu estions, s everal s ymptoms may be  c ombined i nto a  
group.  The computer might ask about a group of symptoms such as: Did you have 
fever, vomiting o r headache? The computer groups the symptoms together based 
on previous responses so that they share the same response. At least three methods 
exist for how symptoms could be clustered together.  O ne could base the decision 
on pr obability of  the r emaining symptoms c onditioned on s ymptoms r eported at 
this point in the interview.  It may be based on the history of the patient’s reported 
symptoms.  It may be based on population analysis of symptoms and the frequency 
with which symptoms co-occur. 

4. It might change the words used in asking the same question.  It might ask “Did you 
vomit,”  “ Have you vomited,” or “Did you throw up?”  These get to the same un-
derlying symptom but use different words.    

By changing the format of asking questions a computer can better meet the needs of 
the patient.  W hile change d oes no t show understanding a failure to c hange despite 
patient’s u tterances w ill signal to t he p atient t hat t he c omputer has not u nderstood 
him/her. C hanging q uestion formats no t o nly r educes monotony bu t also reassures 
patients that the interview reflects their needs. 
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3.3 Levels of Error Response 

Computers s ometimes do not u nderstand patients’ responses, s pecially open e nded 
responses.  I n response to the question “what symptoms have you experienced since 
the last call?” the patient may say words that are not registered correctly, or are symp-
toms th at t he c omputer h ad not a nticipated. In s uch i nstances, the p atient can feel 
misunderstood and if this persists the patient can become frustrated.   There are sever-
al techniques to reduce misunderstanding and to prevent frustrations.  The machine is 
perceived as flexible by having different ways to solve the problem. A computer must 
distinguish the ca uses o f er ror an d r espond d ifferently.  An er ror may o ccur i f t he 
patient has given an unanticipated response, has not said anything, or  if there is too 
much background noise. If nothing has been clearly stated, the computer gives a new 
example of what is expected and asks the patient if he/she wants to have more time.  
If there i s too much noise in the background, the co mputer acknowledges the noise 
and asks if the patient can press keys on the keypad to continue. If the patient says a 
word that is not among the keywords used by the computer, then the computer needs 
to acknowledge the problem and ask for another way of saying the same thing. If the 
word is still not understood, the computer can record the symptom and have a human 
being review the r ecording or t ransfer t he cal l t o an  o perator for help. E ither way, 
each error message must be uniquely different so that the patient does not feel trapped 
and forced to abandon the interview.  These s teps cal l for error processing routines 
that can discern the cause of the error. 

3.4 Transitional Statements 

Before p roceeding with eac h n ew s ection, t he co mputer makes a c lear tr ansitional 
statement. For example, "I have reviewed the symptoms you had in our last call.  Let 
me check now if there are any new symptoms.”  These statements prepare the patient 
for what is coming next, show progress, and acknowledges what has occurred so far.  
Transitional s tatements ar e c ommon i n co nversations a nd ar e a n ecessary step f or 
changing patient’s expectations [13

3.5 Explicit Verification 

].   

A computer that is collecting data on patient’s symptoms can explicitly show under-
standing by checking with the patient that the recorded symptom is a co rrect one.  I t 
can repeat the same words used by the patient or preferably use alternative words that 
have the same meaning.  Explicit verification of symptoms is very mechanical and re-
wording is often used to break the monotony.  For example, when a patient reports “I 
threw up last night” the computer may validate this feeling by saying “Last night you 
vomited.” In our pilot study, we ask the patient an open ended question:  “Tell us how 
you felt since our last call?”  The response to this open-ended question is verified by 
standardized words used by the machine.  If the patient says:  “I felt tired.” The com-
puter matches the word “tired” and classifies it as “fatigue” and might say: “You are 
reporting fatigue.” Finally, computers can provide a summary of symptoms collected 
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from the patient.  A statement such as “So far, you have reported that you have fa-
tigue and vomiting,” is also an example of explicit verification. 

3.6 Signs of Deliberation 

The length of the pause gives the impression that the computer is thinking through the 
patient’s statement.  The computer might say: “I see.” Or, it might say: “I am going to 
come back to this later.”  These and other similar statements suggest that an important 
statement has been made by the patient. 

3.7 Connecting to History 

In this approach, the patient’s symptom is validated by connecting it to  the history of 
the p atient. T he c omputer might s ay: “ This is  a  n ew symptom.” O r it might say:  
“You also mentioned fever last time. It seems you continue to suffer from it.”  A his-
tory shows to the patient that not only the computer has understood the current symp-
tom but it also has captured and understood past reports. 

3.8 Asking for More Details 

Asking for more details shows the patient that they are being heard.  When the patient 
says “I threw up” the computer might respond:  “How severe was i t?” “Was it a fter 
dinner?” or “Was it a  projectile?”  In our pilot, we routinely asked about the severity 
of a symptom after each symptom.  In addition, computers can ask about chronology, 
bodily location, quality, quantity, setting, any aggravating or a lleviating factors, and 
associated manifestations. The details may or ma y not matter but asking about them 
indicates that the original report of the symptom was understood. 

3.9 Suggesting Coping Methods 

One way to acknowledge the presence of a symptom is to suggest methods that can be 
used to cope with the symptom.  For example, if the patient reports vomiting, then the 
computer can ask “I see that you were p rescribed p ills for vomiting.  T hese a re the 
small blue pills. Are you taking these pills?”  These additional statements reassure the 
patient that their reported symptom has been understood. If symptoms are considered 
very severe, or if symptoms are a threat to successful treatment outcomes, the patient 
can be put in touch with a clinician. Clinicians can also instruct the computer to more 
frequently and explicitly monitor a particular symptom that they are concerned about. 

3.10 Active Listening 

Computers c an lis ten tir elessly to  t he p atient but when t he p atient p auses it is  i m-
portant to use active prompts to encourage additional comments.  After the patient has 
reported one symptom, the computer can prompt for more detail by re-wording the 
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patient’s reported symptom into a question.  It may ask “You felt short of breath?"  A 
pause after such a question would solicit more details.  Whether these details are inte-
gral to the check list of symptoms is immaterial.  The fact that the patient provides the 
details confirms to the patient that the computer has understood his/her earlier report 
of the symptom. Active listening might also take the form of short phrases such as 
“Tell me about another symptom?” or “Tell me more” for short. 

3.11 Getting to Yes 

An important way to reassure patients that they have been understood is to anticipate 
their responses by asking leading questions.  C linicians often do this.  E arly in clinic 
visits c linicians ask general questions but later during the same visit good clinicians 
ask q uestions t hat a nticipate patients’ r esponses [ 14,15

3.12 Reporting on Human Connection 

].  Leading q uestions s ignal 
that t he cl inician h as ar rived at  co nclusions. A co mputer can  d o t he s ame. I t can  
change questions i nto declarative statements and f ollow it with a  b rief verification.   
For example, if  the computer, based on the patient’s history, anticipates that the pa-
tient has fever, it may change from “Do you ha ve fever?” to “You still have fever, 
right?” The response to these leading questions is organized to be “Yes.”  It signals to 
patients that the computer is aware of their condition. 

An easy way for computers to tell the patient that they are being understood is to re-
port that their data has been communicated to their clinician.  Even if the data are not 
yet examined by a clinician, the computer needs to inform the patient. A statement 
such as “The symptoms you reported in the last call were sent to the office of X” reas-
sures the patient. When the clinician indicates need for more closely monitoring of a 
symptom, t he co mputer can  also al ert t he p atient with a s tatement s uch as : “Your 
doctor was concerned about your fever and wanted us to  call this morning to  verify 
that it has subsided.”   

4 Pilot Study 

We are in the process of testing the ability of these innovations in improving comput-
er-patient interactions.  In particular, we have designed a system to collect the symp-
toms in the Therapy-Related Symptom Checklist (TRSC) for oncology patients [16].  
The current computer s ystem was developed cognizant o f ear lier ex periences using 
the T RSC a t d istant c linics t hrough two-way v ideo communications [ 17, 1 8].  The 
current system wo rks on an Interactive Voice Response telephone system. It has ex-
tensive orientation statements, alerting the patient of passage from one section to an-
other. It reviews symptoms reported in past calls one-by-one and provides a summary 
of its findings at end of the section. It then groups remaining symptoms into cohesive 
categories or c lusters and asks about both individual symptoms and clusters. It ends 
with a n o pen q uestion: W hat other symptoms h ave you ex perienced s ince o ur l ast 
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call?”  It matches responses to keywords and acknowledges the responses selectively.  
The system is built on progressive error messages that transfer the call to human op-
erator if  th e s ystem fails to  a ddress th e e rror. It u ses a ctive lis tening te chniques to  
solicit more symptoms after open ended questions. It reports to the patient the extent 
to which symptoms have been reported to his/her clinicians. It asks leading questions 
towards the end of the interview.  I t changes the format of asking questions and the 
words used to describe a symptom.  It explores details of symptoms asking for severi-
ty or other features of the symptom.  W e believe we are approaching a computer in-
terview that mimics a real conversation with undertones and meaning not only in what 
is said but what is not said as well.   

5 Conclusions 

We acknowledge that we do not yet have data on the impact of these innovations on 
patients’ health care outcomes.  W e also acknowledge that the methods we are using 
are not comprehensive. We lack a co mprehensive theory on what makes a computer 
interview more empathetic. We have a list of innovations that we believe will make a 
difference but both a t heoretical model and data on their impact are missing. As we  
move beyond the empirical development of an operating clinical system, we will cap-
ture information that will help us and others generate theories that identify meaningful 
patient-machine interactions that can improve patient care and treatment outcomes. 
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