
Applying Stacked and Cascade Generalizations to B-cell 
Epitope Prediction 

Yuh-Jyh Hu, Shun-Chien Lin, Yu-Lung Lin 

Institute of Biomedical Engineering, National Chiao Tung University, Hsinchu, Taiwan 

Abstract . One of the major challenges in the field of vaccine design is to iden-
tify the B-cell epitopes in ever-evolving viruses. Various prediction servers 
have been developed to predict linear or conformational epitopes, each relying 
on different physicochemical properties and adopting distinct search strategies. 
We propose meta learning approaches to epitope prediction based on stacked 
generalization and cascade generalization. By combining the base prediction 
servers in a hierarchical architecture, we demonstrated that a meta learner out-
performed the best single server in predicting the epitopes of an independent 
dataset of pathogen proteins.  
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1 Introduction 

The ability of antibodies to respond to an antigen, such as a virus capsid protein 
fragment, depends on the antibodies’ specific recognition of epitopes, which are sites 
of the antigen to which antibodies bind. Based on structures and interactions with the 
antibody, epitopes can be divided into two categories: linear and conformational. A 
linear epitope is formed by a continuous sequence of amino acids, whereas a confor-
mational epitope is composed of discontinuous primary sequences, which are close in 
the 3D space. 

Approaches to predicting linear and conformational epitopes are different. Various 
physicochemical properties of amino acids have been applied in linear epitope predic-
tion [1-3]. Nevertheless, a study of 484 amino acid scales showed that predictions 
based on the best scales still produced poor correlation with experimentally confirmed 
epitopes [4]. This prompted machine learning methods to improve the prediction. 
BepiPred combines amino acid propensity scales with a Hidden Markov Model 
(HMM) to yield a slight improvement over methods only based on physicochemical 
properties [5]. ABCPred uses artificial neural networks for predicting linear B-cell 
epitopes [6]. Chen et al. proposed a novel scale called the amino acid pair (AAP) 
antigenicity scale [7]. They trained a support vector machine (SVM) classifier, using 
the AAP propensity scale, to distinguish epitopes and non-epitopes. BCPREDS uses 
SVM combined with a variety of kernel methods, including string kernels, radial basis 
function (RBF) kernel and subsequence kernel (SSK), for linear B-cell epitope predic-
tion [8]. 
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An increase in the availability of protein structures has enabled the identification of 
conformational epitopes, using various computational methods. For example, Disco-
Tope is driven by a combination of amino acid composition information, spacial 
neighborhood information, and a surface measure to make the prediction [9]. Ellipro 
uses Thornton’s propensities and applies residue clustering to identify epitopes [10]. 
Based on the ideas of unit patch of residue triangle and the clustering coefficient to 
describe the local spacial context and compactness, SEPPA predicts spacial epitopes 
[11]. By combining structural and physichochemical features, EPITOPIA adopts a 
Bayesian classifier to predict epitopes [12]. Liang et al. developed EPSVR, using a 
support vector regression method to predict conformational epitopes, and proposed a 
meta learner EPMeta, which incorporates consensus results from multiple prediction 
servers by a voting mechanism [13]. 

In this paper, we propose combining multiple servers to improve epitope prediction 
based on two meta-learning strategies: stacked generalization (stacking) [14,15] and 
cascade generalization (cascade) [16,17]. They both work in a hierarchical architec-
ture, constituted by meta learners and base learners, in which the input space for meta 
learners is extended by the predictions of base learners. We selected several linear and 
conformational epitope prediction servers to be the base learners, and evaluated three 
inductive learning algorithms as the meta learner. To demonstrate the performance, 
we tested the combinatorial method on an independent set of pathogen proteins that 
were not used previously to train the epitope prediction servers. The results showed 
the potential of the meta-learning method in epitope prediction. 

2 Materials and Methods 

2.1 Meta Learning: Stacked Generalization 

Considering the epitope prediction as an inductive learning problem, given a set of 
antigens with known epitope and non-epitope regions, the goal is to learn a classifier 
from the set of antigens, and apply the classifier to novel antigens for epitope detec-
tion. Many learning-based epitope prediction servers have been developed [5-13]. 
Since different learning algorithms employ different knowledge representations and 
search heuristics, they explore different hypothesis space, and consequently obtain 
different results. We here propose combining multiple servers to achieve higher pre-
diction performance than a single server. 

Stacked generalization is a method of combining the predictions of multiple learn-
ing models that have been trained for a classification task [14,15]. It works as a lay-
ered process. Each of a set of base learners is trained on a dataset, and the predictions 
of these base learners become the meta features. A successive layer receives as the 
input the meta features, and pass its output to the next layer. A single classifier at the 
top level makes the final prediction. Stacked generalization is considered a form of 
meta learning because the transformation of the training data for the successive layers 
contain the information of the predictions of the base learners, which is a form of 
meta knowledge. Cascade generalization belongs to the family of stacked generaliza-
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tion [16]. What distinguishes cascade from stacking is that in cascade generalization 
intermediate learners have access to the predictions of the lower level learners as well 
as the base features. The goal of stacking is combining the predictions of the immedi-
ately preceding level learners, while the goal of cascade is to obtain a model that can 
use the features in the representation language for the lower level learners [17]. 

 

 
Figure 1. Two-Layer Architecture for Stacked Generalization 

In this study, we adopted a 2-layer architecture for stacked generalization, as 
shown in Figure 1. We used C4.5 [18], 1-nearest-neighbor [19] or SVM [20] as a 
level-2 learner because C4.5 learns comprehensible decision trees, the nearest-
neighbor rule is capable of constructing local approximation to the target, and SVM 
has demonstrated promising performance in various applications. We selected several 
state-of-the-art linear and conformational epitope prediction tools as the candidate 
base learners, including BepiPred [5], ABCpred [6], AAP [7], BCPREDS [8], Disco-
Tope [9], Ellipro [10], SEPPA [11], and Bpredictor [21]. In the training stage, their 
outputs will be passed to the level-2 learner to learn a meta classifier. In the test stage, 
for a given protein, the learned classifier predicts the epitopes based on the predic-
tions of the base learners.  

For cascade generalization, we developed a 2-level and a 3-level architectures, as 
presented in Figure 2, with the epitope prediction servers at the bottom level, and 
C4.5, 1-nearest-neighbor or SVM at the higher levels. We analyzed and compared the 
base features exploited by previous prediction methods, and selected those that char-
acterize physicochemical propensities and structural properties. We adopted 18 base 
features derived from the studies: epitope propensity [22], residue accessibility [23], 
secondary structure [24], B factor [25], solvent excluded surfaces, solvent accessible 
surfaces [26], protein chain flexibility [27], hydrophilicity [28], PSSM [29], and atom 
volume [30]. The predictions of the servers are combined with the base feature values, 
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and passed to the higher-level learners to train a meta classifier. The learned classifier 
predicts the epitopes of a novel protein based on both the predictions of the base 
learners, and the base features about that antigen protein. 

 
(a)                                                            (b) 

 
Figure 2. Cascade Generalization. (a) 2-level Cascade Architecture, (b) 3-level Cascade Archi-
tecture 

2.2 Analysis of Prediction Performance 

An epitope prediction server must be trained to obtain its prediction model before 
it can make a prediction. Because the servers used in our study are web-based servers, 
they cannot be retrained by new training data. To make an unbiased comparison of the 
prediction performance of these servers, we compiled an independent dataset of anti-
gens with known epitopes. We first collected the test datasets used in DiscoTope [9], 
SEPPA [11], and Bpredictor [21]. Combining them with the data of the Epitome [31] 
and the IEDB [32] databases, we obtained 254 antigen structures in total. To build an 
independent dataset for prediction performance evaluation, we first removed the anti-
gens previously used to train the prediction servers, and then combined the remaining 
with Liang et al.’s independent dataset [13]. Among these antigens, there are 94 anti-
gens with the real epitopes annotated in the IEDB [32]. We used the independent 
dataset of these 94 antigens for a consistent and fair comparison of different predic-
tion methods. The antigen structures were used as input to the structure-based servers; 
the corresponding antigen sequences, the input to the sequence-based servers. 

The performance measures we used are true positive rate (i.e., sensitivity), false 
positive rate, precision (i.e. positive predictive value), Accuracy, F-score, and Mat-
thew’s Correlation Coefficient (MCC). We consider a predicted antigenic residue a 
true positive if it is within a known epitope part, otherwise, a false positive. In con-
trast, a predicted non-antigenic residue is a true negative if it lies outside the known 
epitopes, or a false negative when it is actually part of a known epitope. We tested the 
prediction servers on an independent antigen data, and for each amino acid we ob-
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tained: (1) the epitope prediction score, or (2) the classification (epitope or non-
epitope), according to a score threshold. 

Table 1. Definitions of Performance Measures 

Performance Measure Definition 
TPRa TP/(TP+FN) 
FPR FP/(FP+TN) 

Precisionb TP/(TP+FP) 
Accuracy (TP+TN)/(TP+TN+FP+FN) 
F-score 2*TPR*Precision/(TPR+Precision) 

MCC ))()()((
**

FNTNFPTNFNTPFPTP
FNFPTNTP

++++

−  

aTrue Positive Rate is also known as Sensitivity or Recall. 
bPrecision is also known as Positive Predictive Value. 

2.3 Study of Correlation 

A meta learner can consist of an arbitrary number of base learners, and its overall 
performance depends on these learning components. If the learning components have 
complementary predictive strengths, a meta learner can search a wider variety of hy-
potheses in the hypothesis space, and consequently generalize better for novel test 
data than a single component learner [14,17]. We used the statistical techniques to 
analyze the prediction servers. By a scatterplot of the prediction scores, we visualized 
the strength of the relationship between a pair of prediction servers. We ranked the 
prediction scores, and then employed the Spearman’s rank correlation coefficient to 
investigate the correlation of the predictions made by different epitope prediction 
servers. A sparser scattering and a lower correlation of the prediction scores indicates 
a higher probability that the predictors have complementary strengths. The results of 
the scatterplots and the correlation analysis provide the basis for selecting the appro-
priate base learners in meta learning. 

3 Results 

3.1 Performance Correlation 

For a meta learning-based method to work well, the base learners need to have 
complementary predictive capabilities, which can be reflected by relatively low corre-
lations. To investigate the complementary strengths of the base learners, for each pair 
of conformational and linear epitope prediction servers, we can visualize the correla-
tions in their predictions by scatterplots. We showed four scatterplots in Figure 3. In 
each scatterplot, the x-axis and y-axis represent the prediction scores given by the two 
servers in comparison. A sparse plot indicates a low correlation between the two serv-
ers. The scatterplots, as shown in Figure 3, for either conformational or linear predic-
tions servers are relatively sparse, which suggests that the correlation between these 
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servers is relatively low. We also observed similar prediction distributions in the other 
scatterplots of different servers (data not shown to save space). To further analyze the 
performance correlation, we did the Spearman’s rank correlation analysis of the pre-
dictions of the base servers. We present the pairwise prediction correlations in Table 
2, which indicates that the performance correlations between the servers are relatively 
weak, and the correlation between linear epitope prediction servers (0.157~0.377) is 
generally smaller than that between conformational epitope prediction servers 
(0.413~0.639). These results suggest that the base learners have complementary 
strengths, and a meta learner built upon these learners can demonstrate the synergy of 
their predictive capabilities. 

 

 

 
Figure 3.    Scatterplots of base learner predictions 

3.2 Performance Comparison 

We conducted a stratified 5-fold cross validation experiment, as shown in Figures 
1 and 2, to evaluate the performance of the base servers and the proposed meta learn-
ers. The independent data were randomly divided into 5 disjoint folds (i.e. subsets), 
each of approximately equal size. The folds were also stratified to maintain the same 
distribution of the epitopes and the non-epitopes as that in the original independent 
dataset. One fold of data was used for testing the prediction performance, and the 
remaining four were all used for training. We repeated the same training-testing pro-
cess on each fold iteratively. Each run produced a performance result based on the 
fold selected for testing. The overall performance was taken as the average of the 
results obtained from all iterations. 
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Table 2. Results of Spearman’s Rank Correlation Analysis 

Conformational 
 SEPPA DiscoTope Bpredictor 
SEPPA 1 - - 
DiscoTope 0.497 1 - 
Bpredictor 0.561 0.413 1 
ElliPro 0.585 0.499 0.639 
Linear 
 AAP ABCpred BCPREDS 
AAP 1 - - 
ABCpred 0.157 1 - 
BCPREDS 0.290 0.195 1 
BepiPred 0.253 0.205 0.377 

 
We tested C4.5, 1-NN, and SVM separately in the 2-level stacking and cascade ar-

chitectures. For the 3-level cascade generalization, we used SVM as the top-level 
meta learner, combined with either C4.5 or 1-NN as the level-2 learner. We summa-
rized the results of the 5-fold cross validation on the meta classifiers in Table 3, and 
presented the performance of each base prediction server, based on the same cross 
validation, in Table 4 for reference. In addition, we included two recent epitope pre-
diction methods, CEKEG [33] and LBtope [34], for comparison. Tables 3 and 4 
showed that both stacking and cascade outperformed all the prediction tools by a 
marked amount in accuracy, F-score, and MCC. The results demonstrate the ad-
vantages of exploiting the complementary capabilities of the prediction servers. Com-
paring the performance results of the 2-level architecture between stacking and cas-
cade, we noted that the 18 base features played a crucial role in meta learning. With 
the 18 base features, we increased the performance of stacking in F-score and MCC 
by 35%~149% and 29%~102% respectively. In addition, the comparison between 2-
level and 3-level cascade generalization indicated that the 3-level cascade obtained 
markedly better F-score and MCC than the 2-level cascade architectures except the 
one based on SVM. 

Table 3. Performance Results of Meta Classifiers Based on Stacking and Cascade  

 TPR FPR Precision Accuracy F-score MCC 

2-level Stacking 

C4.5 0.218 0.015 0.516 0.930 0.305 0.304 
1-NN 0.375 0.048 0.377 0.911 0.376 0.328 
SVM 0.144 0.005 0.695 0.934 0.234 0.291 

2-level Cascade 
C4.5 0.337 0.022 0.540 0.932 0.414 0.393 
1-NN 0.502 0.034 0.530 0.933 0.515 0.479 
SVM 0.452 0.008 0.814 0.954 0.582 0.587 

3-level Cascade 
C4.5àSVM 0.452 0.008 0.809 0.954 0.580 0.584 
1-NNàSVM 0.452 0.008 0.821 0.954 0.583 0.589 

Proceedings IWBBIO 2014.  Granada 7-9 April, 2014 1160



Table 4. Performance Results of Prediction Servers 

	   TPR FPR	   Precision Accuracy F-score MCC 
SEPPA 0.880 0.643 0.095 0.394 0.171 0.129 
DiscoTope 0.082 0.025 0.202 0.912 0.116 0.088 
Bpredictor 0.695 0.448 0.106 0.562 0.184 0.127 
ElliPro 0.689 0.514 0.093 0.500 0.164 0.090 
AAP 0.594 0.459 0.090 0.545 0.157 0.070 
ABCpred 0.684 0.603 0.080 0.418 0.143 0.043 
BCPREDS 0.367 0.220 0.114 0.751 0.174 0.090 
BepiPred 0.624 0.462 0.094 0.544 0.163 0.083 
CEKEG 0.513 0.287 0.075 0.704 0.131 0.101 
LBtope 0.187 0.101 0.125 0.848 0.149 0.072 

4 Conclusion 

A profound understanding of the interaction between antibodies and epitopes pro-
vides basis for the rational design of preventive vaccines. Our analysis results showed 
that the epitope prediction servers revealed complementary strengths, which suggest-
ed the synergy of these servers. We proposed the use of meta learning-based ap-
proaches to B-cell epitope prediction. Combining these servers in a hierarchical struc-
ture, we demonstrated a better prediction performance of meta learners than that of 
each single server. 
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